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Preface

The first edition of Elements of Ecology appeared in 1976 as a short version of Ecology and
Field Biology. Since that time, Elements of Ecology has evolved into a textbook intended for use
in a one-semester introduction to ecology course. Although the primary readership will be stu-
dents majoring in the life sciences, in writing this text we were guided by our belief that ecology
should be part of a liberal education. We believe that students who major in such diverse fields
as economics, sociology, engineering, political science, law, history, English, languages, and the
like should have some basic understanding of ecology for the simple reason that it impinges on
their lives.

New for the Eighth Edition

For those familiar with this text, you will notice a number of changes in this new edition of
Elements of Ecology. In addition to updating many of the examples and topics to reflect the
most recent research and results in the field of ecology, we have made a number of changes in
the organization and content of the text. An important objective of the text is to use the concept
of adaptation through natural selection as a framework for unifying the study of ecology, link-
ing pattern and process across the hierarchical levels of ecological study: individual organisms,
populations, communities, and ecosystems. Many of the changes made in previous editions have
focused on this objective, and the changes to this edition continue to work toward this goal.

Life History Patterns Chapter Returned to Part Three

Despite all previous efforts, we feel that we did not fully meet this objective in the dis-
cussion of populations (Part Three) in the seventh edition. In hindsight, we believe that this
shortcoming was a result of our decision to move the presentation of Life History from Part
Three (Populations) to Part Two (The Organisms and Its Environment) in the sixth edition. By
moving Life History to Part Two we were trying to maintain the theme of trade-offs and con-
straints in the evolution of characteristics that is developed in Chapter 6 (Plant Adaptations to
the Environment) and Chapter 7 (Animal Adaptations to the Environment). However, it is the
discussion of life histories, specifically the discussion of adaptations relating to age-specific pat-
terns of survival and fecundity (reproduction), that provide a direct link between natural selec-
tion and population dynamics. For this reason, we have returned the chapter on Life History to
Part Three (Populations). The chapter now follows Chapter 10 (Population Growth). In addition,
we have revised the materials that are presented to make explicit the links between life history
characteristics and population dynamics using the framework of life tables that is developed in
Chapter 10 (Population Growth).

Restructured Part Four: Species Interactions

Another major change that we have introduced in the eighth edition to emphasize the concept of
adaptation through natural selection as a framework for unifying the study of ecology is in the re-
structured presentation of Part Four, Species Interactions. In previous editions, Part Four consisted
of three chapters that introduced the four major species interactions of competition, predation,
parasitism, and mutualism (and the broader topic of facilitation). This format, however, did not
provide a general framework for viewing the role of population interactions in the process of evo-
lution by natural selection that is common to all species interactions—the process of coevolution.

New Species Interactions Introductory Chapter

To meet this need, we now open Part Four (Species Interactions) with a new chapter enti-
tled Species Interactions, Population Dynamics, and Natural Selection. The objective of this
new chapter is to introduce the variety of species interactions that occur among populations,
and to explore how these interactions influence the respective populations (species) involved
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at two timescales: (1) the influence of species interactions on the processes of mortality and
reproduction, which directly influence population dynamics, and (2) the role of species interac-
tion as agents of natural selection by influencing the relative fitness of individuals within the
population(s). The chapter provides a common framework for exploring the specific species in-
teractions that are introduced in the chapters of Part Four that follow.

Expanded Coverage of Key Ecological Topics

Although the majority of this new edition retains the general structure of the seventh edition,
we have added additional and expanded coverage of a wide variety of topics throughout the text
including coevolution, metacommunities, landscape connectivity, sources of organic carbon in
aquatic ecosystems, and the evolution of life history characteristics.

Updated Research Results: Part Eight

A historical feature of the Elements of Ecology text is our focus on applying the science of ecol-
ogy to current environmental issues, providing students with a first-hand understanding of the
importance of ecology in the relationship between the human population and the natural environ-
ment. Since publication of the seventh edition, advances have been made in our understanding
of the issues that are presented in Part Eight: Human Ecology (Chapter 28: Population Growth,
Resource Use, and Sustainability; Chapter 29: Habitat Loss, Biodiversity, and Conservation; and
Chapter 30: Global Climate Change). In response, we have updated many of the research results
presented in these chapters to reflect the most current understanding of these issues.

Expanded Quantitative Features

Ecology is a science rich in concepts, yet as with all science, it is quantitative. As such, a major
objective of any science course should be the development of basic skills relating to the analysis
and interpretation of empirical data. As with the seventh edition, the Quantifying Ecology feature
in this new edition functions to provide students with an understanding of how concepts intro-
duced in the chapters are quantified. In many chapters, the Quantifying Ecology boxes focus on
assisting the reader with the interpretation of graphs, mathematical models, or quantitative meth-
ods that we have introduced within the main body of the text. In the seventh edition, however, we
added an additional feature, Interpreting Ecological Data, to assist students in the development of
quantitative skills. We have retained and expanded this feature in the eighth edition. Interpreting
Ecological Data is associated directly with various figures and tables in the text. The feature con-
sists of two or more questions relating directly to the interpretation of data and analyses presented
in the associated figure or table. It has become a common practice in many new textbooks to em-
bellish figures and tables with annotations that function to provide the reader with an interpreta-
tion of the graph or data. Although we also use this technique for a number of complex graphics,
our annotations are meant only as an extension of the figure or table captions. Rather, we believe
that it is better to ask specific questions that will both encourage and assist the reader in the in-
terpretation and understanding of the data and analyses that are presented. In doing so we hope
to assist the reader in building the basic skills that are necessary to move beyond the examples
presented in the text and begin to explore the wealth of ecological studies published in the books
and journals that are referenced throughout the text. It is our belief that the development of these
basic quantitative and interpretative skills are as important as understanding the body of concepts
presented in the text that form the framework of the science of ecology. The answers to the ques-
tions presented in the Interpreting Ecological Data features are provided at the associated website.

Structure and Content

The structure and content of the text is guided by our basic belief that: (1) the fundamental unit
in the study of ecology is the individual organism, and (2) the concept of adaptation through
natural selection provides the framework for unifying the study of ecology at higher levels of
organization: populations, communities, and ecosystems. A central theme of the text is the con-
cept of trade-offs—that the set of adaptations (characteristics) that enable an organism to survive,
grow, and reproduce under one set of environmental conditions inevitably impose constraints on
its ability to function (survive, grow, and reproduce) equally well under different environmental
conditions. These environmental conditions include both the physical environment as well as



the variety of organisms (both the same and different species) that occupy the same habitat. This
basic framework provides a basis for understanding the dynamics of populations at both an evo-
lutionary and demographic scale.

The text begins with an introduction to the science of ecology in Chapter 1 (The Nature of
Ecology). The remainder of the text is divided into eight parts. Part One examines the constraints
imposed on living organisms by the physical environment, both aquatic and terrestrial. Part Two
begins by examining how these constraints imposed by the environment function as agents of
change through the process of natural selection, the process through which adaptations evolve.
The remainder of Part Two explores specific adaptations of organisms to the physical environment,
considering both organisms that derive their energy from the sun (autrotrophs) and those that de-
rive their energy from the consumption and break-down of plant and animal tissues (heterotrophs).

Part Three examines the properties of populations, with an emphasis on how characteristics
expressed at the level of the individual organisms ultimately determine the collective dynamics of
the population. As such, population dynamics are viewed are a function of life history character-
istics that are a product of evolution by natural selection. Part Four extends our discussion from
interactions among individuals of the same species to interactions among populations of different
species (interspecific interactions). In these chapters we expand our view of adaptations to the
environment from one dominated by the physical environment, to the role of species interactions
in the process of natural selection and on the dynamics of populations.

Part Five explores the topic of ecological communities. This discussion draws upon topics
covered in Parts Two through Four to examine the factors that influence the distribution and
abundance of species across environmental gradients, both spatial and temporal.

Part Six combines the discussions of ecological communities (Part Five) and the physical
environment (Part One) to develop the concept of the ecosystem. Here the focus is on the flow of
energy and matter through natural systems. Part Seven continues the discussion of communities
and ecosystems in the context of biogeography, examining the broad-scale distribution of terres-
trial and aquatic ecosystems, as well as regional and global patterns of biological diversity.

Part Eight focuses on the interactions between humans and ecological systems. It is here that
we examine the important current environmental issues relating to population growth, sustainable
resource use, declining biological diversity, and global climate change. The objective of these
chapters is to explore the role of the science of ecology in both understanding and addressing
these critical environmental issues.

Throughout the text we explore this range of topics by drawing upon current research in
the various fields of ecology, providing examples that enable the reader to develop an under-
standing of species natural history, the ecology of place (specific ecosystems), and the basic
process of science.

Associated Materials

¢ Instructor’s Resource DVD (0-321-74290-7)

¢ Instructor Guide (0-321-74288-5)

e Computerized Test Bank (0-321-74289-3)

* Ecology Place Companion Website (www.ecologyplace.com)

e Course Management Options (All CourseCompass and Blackboard courses offer preloaded
content including tests, quizzes, and more.)
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2 CHAPTER 1 e THE NATURE OF ECOLOGY

he color photograph of Earthrise, taken by Apolio 8

astronaut William A. Anders on December 24, 1968, is a

powerful and eloquent image (Figure 1.1). One leading
environmentalist has rightfully described it as “the most influ-
ential environmental photograph ever taken.” Inspired by the
photograph, economist Kenneth E. Boulding summed up the
finite nature of our planet as viewed in the context of the vast
expanse of space in his metaphor “spaceship Earth.” What had
been perceived throughout human history as a limitless frontier
had suddenly become a tiny sphere: limited in its resources,
crowded by an ever-expanding human population, and threat-
ened by our use of the atmosphere and the oceans as reposito-
ries for our consumptive wastes.

A little more than a year later, on April 22, 1970, as many
as 20 million Americans participated in environmental rallies,
demonstrations, and other activities as part of the first Earth
Day. The New York Times commented on the astonishing rise
in environmental awareness, stating that “Rising concern about
the environmental crisis is sweeping the nation’s campuses
with an intensity that may be on its way to eclipsing student
discontent over the war in Vietnam.” At the core of this social
movement was a belief in the need to redefine our relationship
with nature, and the particular field of study called upon to pro-
vide the road map for this new course of action was ecology.

1.1

With the growing environmental movement of the late 1960s
and early 1970s, ecology—until then familiar only to a relatively
small number of academic and applied biologists—was sud-
denly thrust into the limelight (see Ecological Issues: Ecology
Has Complex Roots). Hailed as a framework for understanding
the relationship of humans to their environment, ecology became
a household word that appeared in newspapers, magazines, and
books—although the term was often misused. Even now, people
confuse it with terms such as environment and environmentalism.
Ecology is neither. Environmentalism is activism with a stated
aim of protecting the natural environment, particularly from the

Figure 1.1 Photograph of Earthrise taken by Apollo 8 astronaut
William A. Anders on December 24, 1968.

negative impacts of human activities. This activism often takes
the form of public education programs, advocacy, legislation,
and treaties.

So what is ecology? Ecology is a science. According to
one accepted definition, ecology is the scientific study of the
relationships between organisms and their environment. That
definition is satisfactory so long as one considers relation-
ships and environment in their fullest meanings. Environment
includes the physical and chemical conditions as well as the
biological or living components of an organism’s surroundings.
Relationships include interactions with the physical world as
well as with members of the same and other species.

The term ecology comes from the Greek words oikos,
meaning “the family household,” and logy, meaning “the study
of.” It has the same root word as economics, meaning “man-
agement of the household.” In fact, the German zoologist Ernst
Haeckel, who originally coined the term ecology in 1866, made
explicit reference to this link when he wrote:

By ecology we mean the body of knowledge concern-
ing the economy of nature—the investigation of the
total relations of the animal both to its inorganic and to
its organic; including above all, its friendly and inimi-
cal relations with those animals and plants with which
it comes directly or indirectly into contact—in a word,
ecology is the study of all those complex interrelation-
ships referred to by Darwin as the conditions of the
struggle for existence.

Haeckel’s emphasis on the relation of ecology to the new
and revolutionary ideas put forth in Charles Darwin’s The
Origin of Species (1859) is important. Darwin’s theory of natu-
ral selection (Haeckel called it “the struggle for existence”) is a
cornerstone of the science of ecology. It is a mechanism allow-
ing the study of ecology to go beyond descriptions of natural
history and examine the processes that control the distribution
and abundance of organisms.

1.2

Organisms interact with their environment at many levels. The
physical and chemical conditions surrounding an organism—
such as ambient temperature, moisture, concentrations of oxy-
gen and carbon dioxide, and light intensity—all influence basic
physiological processes crucial to survival and growth. An or-
ganism must acquire essential resources from the surrounding
environment and in doing so must protect itself from becoming
food for other organisms. It must recognize friend from foe,
differentiating between potential mates and possible predators.
All of this effort is an attempt to succeed at the ultimate goal
of all living organisms: to pass their genes on to successive
generations.

The environment in which each organism carries out this
“struggle for existence” is a place—a physical location in time
and space. It can be as large and stable as an ocean or as small
and transient as a puddle on the soil surface after a spring rain.



ECOLOGICAL ISSUES

he genealogy of most sciences is direct. Tracing the roots of
chemistry and physics is relatively easy. The science of ecol-
ogy is different: its roots are complex.

You can argue that ecology goes back to the ancient Greek
scholar Theophrastus, a friend of Aristotle, who wrote about the
relations between organisms and the environment. On the other
hand, ecology as we know it today has vital roots in plant geogra-
phy and natural history.

In the 1800s, botanists began exploring and mapping the
world’s vegetation. One of the early plant geographers was Carl
Ludwig Willdenow (1765-1812). He pointed out that similar cli-
mates supported vegetation similar in form, even though the spe-
cies were different. Another was Friedrich Heinrich Alexander
von Humboldt (1769-1859), for whom the Humboldt Current is
named. He spent five years exploring Latin America, including
the Orinoco and Amazon rivers. Humboldt correlated vegeta-
tion with environmental characteristics and coined the term plant
association.

Among a second generation of plant geographers was Johannes
Warming (1841-1924) at the University of Copenhagen, who stud-
ied the tropical vegetation of Brazil. He wrote the first text on plant
ecology, Plantesamfund. In this book Warming integrated plant
morphology, physiology, taxonomy, and biogeography into a co-
herent whole. This book had a tremendous influence on the devel-
opment of ecology.

Early plant ecologists were concerned mostly with terrestrial
vegetation. Another group of European biologists was interested
in the relationship between aquatic plants and animals and their
environment. They advanced the ideas of organic nutrient cy-
cling and feeding levels, using the terms producers and consum-
ers. Their work influenced a young limnologist at the University
of Minnesota, R. A. Lindeman. He traced ‘“energy-available”
relationships within a lake community. His 1942 paper, “The
Trophic-Dynamic Aspects of Ecology,” marked the beginning of
ecosystem ecology, the study of whole living systems.

Lindeman’s theory stimulated further pioneering work in
the area of energy flow and nutrient cycling by G. E. Hutchinson
of Yale University and E. P. and H. T. Odum of the University of
Georgia. Their work became a foundation of ecosystem ecology.
The use of radioactive tracers, a product of the atomic age, to
measure the movements of energy and nutrients through ecosys-
tems and the use of computers to analyze large amounts of data
stimulated the development of systems ecology, the application
of general system theory and methods to ecology.

Activities in other areas of natural history also assumed im-
portant roles. One was the voyage of Charles Darwin (1809-1882)
on the Beagle. Working for years on notes and collections from
this trip, Darwin compared similarities and dissimilarities among
organisms within and among continents. He attributed differences
to geological barriers. He noted how successive groups of plants
and animals, distinct yet obviously related, replaced one another.

Developing his theory of evolution and the origin of spe-
cies, Darwin came across the writings of Thomas Malthus
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Ecology Has Complex Roots

(1766-1834). An economist, Malthus advanced the principle that
populations grow in a geometric fashion, doubling at regular in-
tervals until they outstrip the food supply. Ultimately, a “strong,
constantly operating force such as sickness and premature death”
would restrain the population. From this concept Darwin devel-
oped the idea of “the survival of the fittest” as a mechanism of
natural selection and evolution.

Meanwhile, unknown to Darwin, an Austrian monk,
Gregor Mendel (1822-1884), was studying the transmission of
characteristics from one generation of pea plants to another in
his garden. Mendel’s work on inheritance and Darwin’s work
on natural selection provided the foundation for the study of
evolution and adaptation, the field of population genetics.
Interest in Malthusian theory stimulated the study of popula-
tion in two directions. One, population ecology, is concerned
with population growth (including birthrates and death rates),
regulation and intraspecific and interspecific competition, mu-
tualism, and predation. The other, a combination of population
genetics and population ecology is evolutionary ecology that
deals with the role of natural selection in physical and behav-
ioural adaptations and speciation. Focusing on adaptations,
physiological ecology is concerned with the responses of in-
dividual organisms to temperature, moisture, light, and other
environmental conditions. Closely associated with population
and evolutionary ecology is community ecology, which deals
with the physical and biological structure of communities and
community development. Associated with community ecology
is landscape ecology, the study of causes behind landscape
patterns and the ecological consequences of spatial patterns on
the landscape.

Natural history observations led to studies of animal reac-
tions to their living and nonliving environment. It began with
19th-century behavioral studies including those of ants by
William Wheeler and of South American monkeys by Charles
Carpenter. Later, the pioneering studies of Konrad Lorenz and
Niko Tinbergen on the role of imprinting and instinct in the
social life of animals, particularly birds and fish, gave rise to
ethology. It spawned an offshoot behavioral ecology, exem-
plified early by L. E. Howard’s study on territoriality in birds.
Behavioral ecology is concerned with intraspecific and inter-
specific relationships such as mating, foraging, and defense and
how behavior is influenced by natural selection, all tying into
evolutionary ecology.

Other observations led to investigations of chemical sub-
stances in the natural world. Scientists began to explore the use
and nature of chemicals in animal recognition, trail-making, and
courtship, and in plant and animal defense. Such studies make up
the specialized field of chemical ecology.

Ecology has so many roots that it probably will always re-
main many-faceted—as the ecological historian Robert McIntosh
calls it, “a polymorphic discipline.” Insights from these many
specialized areas of ecology will continue to enrich the science
as it moves forward into the 21st century.
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This environment includes both the physical conditions and the
array of organisms that coexist within its confines. This entity
is what ecologists refer to as the ecosystem.

Organisms interact with the environment in the context of
the ecosystem. The eco— part of the word relates to the envi-
ronment. The —system part implies that the ecosystem functions
as a collection of related parts that function as a unit. The au-
tomobile engine is an example of a system: components, such
as the ignition and fuel pump, function together within the
broader context of the engine. The ecosystem likewise consists
of interacting components that function as a unit. Broadly, the
ecosystem consists of two basic interacting components: the
living, or biotic, and the nonliving (physical and chemical), or
abiotic.

Consider a natural ecosystem, such as a forest (Figure 1.2).
The physical (abiotic) component of the forest consists of the
atmosphere, climate, soil, and water. The biotic component
includes the many different organisms—plants, animals, and
microbes—that inhabit the forest. Relationships are complex

Figure 1.2 The interior of a forest ecosystem in coastal
southeastern Alaska. Note the vertical structure within this forest.

The Sitka spruce (Picea sitchensis) trees form the canopy, intercepting
direct sunlight, and various species of mosses cover the surfaces of
dead branches extending from the canopy to the ground. A diversity
of shrub and herbaceous plant species make up the understory, and
another layer of mosses covers the forest floor, accessing the nutrients
made available by the community of bacteria and fungi that function
as decomposers at the soil surface. This forest is also home to a wide
variety of vertebrate and invertebrate animals, including larger species
such as the bald eagle, black-tailed deer, and Alaskan brown bear.

in that each organism not only responds to the abiotic environ-
ment but also modifies it and, in doing so, becomes part of the
broader environment itself. The trees in the canopy of a forest
intercept the sunlight and use this energy to fuel the process of
photosynthesis. In doing so, the trees modify the environment
of the plants below them, reducing the sunlight and lowering
air temperature. Birds foraging on insects in the litter layer of
fallen leaves reduce insect numbers and modify the environ-
ment for other organisms that depend on this shared food re-
source. By reducing the populations of insects they feed on, the
birds are also indirectly influencing the interactions among dif-
ferent insect species that inhabit the forest floor. We will explore
these complex interactions between the living and the nonliving
environment in greater detail in succeeding chapters.

1.3 Ecological Systems Form

a Hierarchy

The various kinds of organisms that inhabit our forest make up
populations. The term population has many uses and meanings
in other fields of study. In ecology, a population is a group
of individuals of the same species that occupy a given area.
Populations of plants and animals in an ecosystem do not func-
tion independently of each other. Some populations compete
with other populations for limited resources, such as food,
water, or space. In other cases, one population is the food re-
source for another. Two populations may mutually benefit each
other, each doing better in the presence of the other. All popu-
lations of different species living and interacting within an eco-
system are referred to collectively as a community.

We can now see that the ecosystem, consisting of the bi-
otic community and the physical environment, has many levels
(Figure 1.3). On one level, individual organisms both respond to
and influence the abiotic environment. At the next level, individ-
uals of the same species form populations, such as a population
of white oak trees or gray squirrels within a forest. Further, indi-
viduals of these populations interact among themselves and with
individuals of other species to form a community. Herbivores
consume plants, predators eat prey, and individuals compete
for limited resources. When individuals die, other organisms
consume and break down their remains, recycling the nutrients
contained in their dead tissues back into the soil.

Organisms interact with the environment in the context of
the ecosystem, yet all communities and ecosystems exist in the
broader spatial context of the landscape—an area of land (or
water) composed of a patchwork of communities and ecosys-
tems. At the spatial scale of the landscape, communities and
ecosystems are linked through such processes as the dispersal
of organisms and the exchange of materials and energy.

Although each ecosystem on the landscape is distinct in
that it is composed of a unique combination of physical con-
ditions (such as topography and soils) and associated sets of
plant and animal populations (community), the broad-scale
patterns of climate and geology characterizing our planet (see
Chapter 2) give rise to regional patterns in the geographic dis-
tribution of ecosystems. Geographic regions having similar
geological and climate conditions (patterns of temperature,



Individual

What characteristics allow
the Echinacea to survive,
grow, and reproduce in the
environment of the prairie
grasslands of central North
America?

Population

Is the population of this species
increasing, decreasing, or
remaining relatively constant
from year to year?

Community

How does this species interact
with other species of plants
and animals in the prairie
community?

Ecosystem

How do yearly variations in
rainfall influence the productivity
of plants in this prairie grassland
ecosystem?

Landscape

. How do variations in topography
| and soils across the landscape
influence patterns of species
composition and diversity in the
different prairie communities?

Biome

What features of geology and

regional climate determine the
transition from forest to prairie
grassland ecosystems

in North America?

Biosphere

What is the role of the grassland
biome in the global carbon cycle?

Figure 1.3 The hierarchy of ecological systems.
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precipitation, and seasonality) support similar types of com-
munities and ecosystems. For example, warm temperatures,
high rates of precipitation, and a lack of seasonality charac-
terize the world’s equatorial regions. These warm, wet con-
ditions year-round support vigorous plant growth and highly
productive, evergreen forests known as tropical rain forests
(see Chapter 23). These broad-scale regions dominated by
similar types of ecosystems, such as tropical rain forest,
grasslands, and deserts, are referred to as biomes.

The highest level of organization of ecological systems is
the biosphere—the thin layer surrounding the Earth that supports
all of life. In the context of the biosphere, all ecosystems, both
on land and in the water, are linked through their interactions—
exchanges of materials and energy—with the other components
of the Earth system: atmosphere, hydrosphere, and geosphere.
Ecology is the study of the complex web of interactions between
organisms and their environment at all levels of organization—
from the individual organism to the biosphere.

1.4 Ecologists Study Pattern and
Process at Many Levels

As we shift our focus across the different levels in the hier-
archy of ecological systems—from the individual organism to
the biosphere—a different and unique set of patterns and pro-
cesses emerges; and subsequently, a different set of questions
and approaches for studying these patterns and processes is re-
quired (see Figure 1.3). The result is that the broader science of
ecology is composed of a range of subdisciplines—from physi-
ological ecology, which focuses on the functioning of individ-
ual organisms, to the perspective of Earth’s environment as an
integrated system forming the basis of global ecology.

Ecologists who focus on the level of the individual exam-
ine how features of morphology (structure), physiology, and
behavior influence that organism’s ability to survive, grow, and
reproduce in its environment. Conversely, how do these same
characteristics (morphology, physiology, and behavior) func-
tion to constrain the organism’s ability to function success-
fully in other environments? By contrasting the characteristics
of different species that occupy different environments, these
ecologists gain insights into the factors influencing the distri-
bution of species.

At the individual level, birth and death are discrete events;
yet when we examine the collective of individuals that make up
a population, these same processes are continuous as individu-
als are born and die. At the population level, birth and death
are expressed as rates, and the focus of study shifts to examin-
ing the numbers of individuals in the population and how these
numbers change through time. Populations also have a distribu-
tion in space, leading to such questions as how are individuals
spatially distributed within an area, and how do the population’s
characteristics (numbers, rates of birth and death) change from
location to location?

As we expand our view of nature to include the variety of
plant and animal species that occupy an area, the ecological com-
munity, a new set of patterns and processes emerges. At this level
of the hierarchy, the primary focus is on factors influencing the
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relative abundances of various species coexisting within the com-
munity. What is the nature of the interactions among the spe-
cies, and how do these interactions influence the dynamics of the
different species’ populations?

The diversity of organisms comprising the community
modify as well as respond to their surrounding physical en-
vironment, and so together the biotic and abiotic components
of the environment interact to form an integrated system—the
ecosystem. At the ecosystem level, the emphasis shifts from
species to the collective properties characterizing the flow of
energy and nutrients through the combined physical and bio-
logical system. At what rate are energy and nutrients converted
into living tissues (termed biomass)? In turn, what processes
govern the rate at which energy and nutrients in the form of
organic matter (living and dead tissues) are broken down and
converted into inorganic forms? What environmental factors
limit these processes governing the flow of energy and nutri-
ents through the ecosystem?

As we expand our perspective even further, the landscape
can be viewed as a patchwork of ecosystems whose boundar-
ies are defined by distinctive changes in the underlying physi-
cal environment and/or species composition. At the landscape
level, questions focus on identifying factors that give rise to
the spatial extent and arrangement of the various ecosystems
that make up the landscape, and ecologists explore the con-
sequences of these spatial patterns on such processes as the
dispersal of organisms, the exchange of energy and nutrients
between adjacent ecosystems, and the propagation of distur-
bances such as fire or disease.

At a continental to global scale, the questions focus on
the broad-scale distribution of different ecosystem types or bi-
omes. How do patterns of biological diversity (the number of
different types of species inhabiting the ecosystem) vary geo-
graphically across the different biomes? Why do tropical rain
forests support a greater diversity of species than do forest eco-
systems in the temperate regions? What environmental factors
determine the geographic distribution of the different biome
types (e.g., forest, grassland, and desert)?

Finally, at the biosphere level, the emphasis is on the link-
ages between ecosystems and other components of the Earth
system, such as the atmosphere. For example, how does the
exchange of energy and materials between terrestrial ecosys-
tems and the atmosphere influence regional and global climate
patterns? Certain processes, such as movement of the element
carbon between ecosystems and the atmosphere, operate at a
global scale and require ecologists to collaborate with ocean-
ographers, geologists, and atmospheric scientists.

Throughout our discussion, we have used this hierarchical
view of nature and the unique set of patterns and process asso-
ciated with each level—the individual population, community,
ecosystem, landscape, biome, and biosphere—as an organizing
framework for studying the science of ecology. In fact, the sci-
ence of ecology is functionally organized into subdisciplines
based on these different levels of organization, each utilizing
an array of specialized approaches and methodologies to ad-
dress the unique set of questions that emerge at these different
levels of ecological organization. The patterns and processes at
these different levels of organization are linked, however, and

identifying these linkages is our key objective. For example,
at the individual organism level, characteristics such as size,
longevity, age at reproduction, and degree of parental care will
directly influence rates of birth and survival for the collec-
tive of individuals comprising the species’ population. At the
community level, the same population will be influenced both
positively and negatively through its interactions with popula-
tions of other species. In turn, the relative mix of species that
make up the community will influence the collective properties
of energy and nutrient exchange at the ecosystem level. As we
shall see, patterns and processes at each level—from individu-
als to ecosystems—are intrinsically linked in a web of cause
and effect with the patterns and processes operating at the other
levels of this organizational hierarchy.

1.5 Ecologists Investigate Nature
Using the Scientific Method

Although each level in the hierarchy of ecological systems
has a unique set of questions on which ecologists focus
their research, all ecological studies have one thing in com-
mon: they involve the process known as the scientific method
(Figure 1.4). This method demonstrates the power and limita-
tions of science, and taken individually each step of the sci-
entific method involves commonplace procedures. Yet taken
together, these procedures form a powerful tool for under-
standing nature.

All science begins with observation. In fact, this first step
in the process defines the domain of science: if something can-
not be observed, it cannot be investigated by science. The ob-
servation need not be direct, however. For example, scientists
cannot directly observe the nucleus of an atom, yet its struc-
ture can be explored indirectly through a variety of methods.
Secondly, the observation must be repeatable—able to be made
by multiple observers. This constraint helps to minimize un-
suspected bias, when an individual might observe what they
“want” or think they “ought” to observe.

The second step in the scientific method is to define a
problem—a question regarding the observation that has been
made. For example, an ecologist working in the prairie grass-
lands of North America might observe that the growth and
productivity of grasses varies across the landscape. From this
observation the ecologist may formulate the question, what en-
vironmental factors result in the observed variations in grass-
land productivity across the landscape? The question typically
focuses on seeking an explanation for the observed patterns.

Once a question (problem) has been established, the next
step is to develop a hypothesis. A hypothesis is an “educated
guess” about what the answer to the question may be. The pro-
cess of developing a hypothesis is guided by experience and
knowledge, and it should be a statement of cause and effect that
can be tested. For example, based on her knowledge that nitro-
gen availability varies across the different soil types found in the
region, and that nitrogen is an important nutrient limiting plant
growth, the ecologist might hypothesize that the observed varia-
tions in the growth and productivity of grasses across the prairie
landscape are a result of differences in the availability of soil



Observations
All scientific studies begin with
observations of natural phenomenon.
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Question
Observations give rise to questions
that seek an explanation of the
observed phenomenon.

If the experiment results are not
consistent with the predictions,
then the conceptual model of
how the system works must be
reconsidered and a new

hypothesis must be constructed.

\/

Hypothesis
An answer to the question is
proposed that takes the form of a
statement of cause and effect.

Predictions
Predictions that follow from the
hypothesis must be identified.
These predictions must be testable.

If the experiment results agree with
the predictions, further observations
will be made and further hypotheses

Hypothesis Testing
The predictions that follow from the
hypothesis must be tested through
observations and experiments (field
and laboratory). Data from these
experiments must then be analyzed
and interpreted to determine if they

and predictions will be developed
to expand the scope of the problem
being addressed.

7

support or reject the hypothesis.

Figure 1.4 A simple representation of the scientific method.

nitrogen. As a statement of cause and effect, certain predictions
follow from the hypothesis. If soil nitrogen is the factor limit-
ing the growth and productivity of plants in the prairie grass-
lands, then grass productivity should be greater in areas with
higher levels of soil nitrogen than in areas with lower levels of
soil nitrogen. The next step is testing the hypothesis to see if the
predictions that follow from the hypothesis do indeed hold true.
This step requires gathering data (see Quantifying Ecology 1.1:
Classifying Ecological Data).

To test this hypothesis, the ecologist can gather data in
several ways. The first approach might be a field study to
examine how patterns of soil nitrogen and grass productiv-
ity covary (vary together) across the landscape. If nitrogen
is controlling grassland productivity, productivity should
increase with increasing soil nitrogen. The ecologist would
measure nitrogen availability and grassland productivity at
various sites across the landscape. Then, the relationship be-
tween these two variables, nitrogen and productivity, could
be expressed graphically (see Quantifying Ecology 1.2:
Displaying Ecological Data: Histograms and Scatter Plots on
pages 10 and 11 to learn more about working with graphi-
cal data.). Go to euanmevit! at www.ecologyplace.com to work
with histograms and scatter plots.

After you’ve become familiar with scatter plots, you’ll
see the graph of Figure 1.5 shows nitrogen availability on the
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Figure 1.5 The response of grassland production to nitrogen
availability. Nitrogen, the independent variable, goes on the x-axis;
grassland productivity, the dependent variable, goes on the y-axis.

horizontal or x-axis and plant productivity on the vertical or
y-axis. This arrangement is important. The scientist is assuming
that nitrogen is the cause and that plant productivity is the effect.
Because nitrogen (x) is the cause, we refer to it as the indepen-
dent variable. Because it is hypothesized that plant productivity
(v) is influenced by the availability of nitrogen, we refer to it as
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QUANTIFYING ECOLOGY

1l ecological studies involve collecting data—observations

and measurements for testing hypotheses and drawing con-
clusions about a population. The term population in this context
refers to a statistical population. An investigator is highly un-
likely to gather observations on all members of a total popula-
tion, so the part of the population actually observed is referred
to as a sample. From this sample data, the investigator will draw
her conclusions about the population as a whole. However, not
all data are of the same type; and the type of data collected in a
study directly influences the mode of presentation, types of anal-
yses that can be performed, and interpretations that can be made.

At the broadest level, data can be classified as either cate-
gorical or numerical. Categorical data are qualitative—observa-
tions that fall into separate and distinct categories. The resulting
data are labels or categories, such as the color of hair or feathers,
sex, or reproductive status (pre-reproductive, reproductive, post-
reproductive). Categorical data can be further subdivided into
two categories: nominal and ordinal. Nominal data are categori-
cal data in which objects fall into unordered categories, such as
the previous examples of hair color or sex. In contrast, ordinal
data are categorical data in which order is important, such as the

the dependent variable. (Go to ouanmit! at www.ecologyplace
.com for a tutorial on reading and interpreting graphs.)

From the observations plotted in Figure 1.5, it is apparent
that grass productivity does, in fact, increase with increasing
availability of nitrogen in the soil. Therefore, the data support
the hypothesis. Had the data shown no relationship between
grass productivity and nitrogen, the ecologist would have re-
jected the hypothesis and sought a new explanation for the ob-
served differences in grass productivity across the landscape.
However, although the data suggest that grassland production
does increase with increasing soil nitrogen, they do not prove
that nitrogen is the factor controlling grass growth and produc-
tion. Some other factor that varies with nitrogen availability,
such as soil moisture or acidity, may actually be responsible for
the observed relationship. To test the hypothesis another way,
the ecologist may choose to do an experiment. An experiment
is a test under controlled conditions performed to examine the
validity of a hypothesis. In designing the experiment, the scien-
tist will try to isolate the presumed causal agent—in this case,
nitrogen availability.

The scientist may decide to do a field experiment (Figure 1.6),
adding nitrogen to some field sites and not to others. The inves-
tigator controls the independent variable (levels of nitrogen)
in a predetermined way, to reflect observed variations in soil
nitrogen availability across the landscape, and monitors the re-
sponse of the dependent variable (plant growth). By observing
the differences in productivity between the grasslands fertilized
with nitrogen and those that were not, the investigator tries to
test whether nitrogen is the causal agent. However, in choos-
ing the experimental sites, the ecologist must try to locate areas

Classifying Ecological Data

example of reproductive status. In the special case where only
two categories exist, such as in the case of presence or absence
of a trait, categorical data are referred to as binary. Both nominal
and ordinal data can be binary.

With numerical data, objects are “measured” based on
some quantitative trait. The resulting data are a set of numbers,
such as height, length, or weight. Numerical data can be subdi-
vided into two categories: discrete and continuous. For discrete
data, only certain values are possible, such as with integer values
or counts. Examples include the number of offspring, number of
seeds produced by a plant, or number of visits to a flower by a
hummingbird during the course of a day. With continuous data,
any value within an interval theoretically is possible, limited only
by the ability of the measurement device. Examples of this type
of data include height, weight, or concentration.

1. What type of data does the variable “available nitrogen”
(the x-axis) represent in Figure 1.5?

2. How might you transform this variable (available nitrogen)
into categorical data? Would it be considered ordinal or
nominal?

Figure 1.6 Field experiment at the Cedar Creek Long Term
Ecological Research (LTER) site in central Minnesota, operated by
the University of Minnesota. Experimental plots like these are used
to examine the effects on ecosystem functioning of elevated nitrogen
deposition, increased concentrations of atmospheric carbon dioxide,
and loss of biodiversity.
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Figure 1.7 These Eucalyptus seedlings are being grown in the
greenhouse as part of an experiment examining the response of plant
growth to varying levels of nutrient availability. The researcher shown
here is using a portable instrument to measure the photosynthesis
rates of plants that have received different levels of nitrogen during
their growth period.

where other factors that may influence productivity, such as
moisture and acidity, are similar. Otherwise, she cannot be sure
which factor is responsible for the observed differences in pro-
ductivity among the sites.

Finally, the ecologist might try a third approach—a series
of laboratory experiments. Laboratory experiments give the
investigator much more control over the environmental con-
ditions. For example, she can grow the native grasses in the
greenhouse under conditions of controlled temperature, soil
acidity, and water availability (Figure 1.7). If the plants ex-
hibit increased growth under higher nitrogen fertilization, the
investigator has further evidence in support of the hypothesis.
Nevertheless, she faces a limitation common to all laboratory
experiments; the results are not directly applicable in the field.
The response of grass plants under controlled laboratory condi-
tions may not be the same as their response under natural con-
ditions in the field. There, the plants are part of the ecosystem
and interact with other plants, animals, and the physical envi-
ronment. Despite this limitation, the ecologist has accumulated
additional data describing the basic growth response of the
plants to nitrogen availability.

Having conducted several experiments that confirm
the link between patterns of grass productivity to nitrogen
availability, the ecologist may now wish to explore this rela-
tionship further, to see how the relationship between produc-
tivity and nitrogen is influenced by other environmental factors
that vary across the prairie landscape. For example, how do
differences in rainfall and soil moisture across the region in-
fluence the relationship between grass production and soil
nitrogen? Once again hypotheses are developed, predictions
made, and experiments conducted. As the ecologist develops
a more detailed understanding of how various environmental
factors interact with soil nitrogen to control grass production,
a more general theory of the influence of environmental fac-
tors controlling grass production in the grassland prairies may
emerge. A theory is an integrated set of hypotheses that
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together explain a broader set of observations than any single
hypothesis—such as a general theory of environmental con-
trols on productivity of the prairie grassland ecosystems of
North America.

1.6 Models Provide a Basis for
Predictions

Scientists use the understanding derived from observation
and experiments to develop models. Data are limited to the
special case of what happened when the measurements were
made. Like photographs, data represent a given place and time.
Models use the understanding gained from the data to predict
what will happen in some other place and time.

Models are abstract, simplified representations of real
systems. They allow us to predict some behavior or response
using a set of explicit assumptions, and as with hypotheses,
these predictions should be testable through further obser-
vation or experiments. Models can be mathematical, like
computer simulations, or they can be verbally descriptive,
like Darwin’s theory of evolution by natural selection (see
Chapter 5). Hypotheses are models, although the term model
is typically reserved for circumstances in which the hypoth-
esis has at least some limited support through observations
and experimental results. For example, the hypothesis relat-
ing grass production to nitrogen availability is a model. It
predicts that plant productivity will increase with increasing
nitrogen availability. However, this prediction is qualitative—
it does not predict how much plant productivity will increase.
In contrast, mathematical models usually offer quantitative
predictions. For example, from the data in Figure 1.5, we can
develop a regression equation, a form of statistical model, to
predict the amount of plant productivity per unit of nitrogen
in the soil (Figure 1.8). (See ouanTEYit! at www.ecologyplace
.com to review regression analysis.)
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Figure 1.8 A simple linear regression model to predict plant
productivity (y-axis) from nitrogen availability (x-axis). The general
form of the equation is y = (x X b) + a, where b is the slope of the
line (75.2) and a is the y-intercept (—88.1), or the value of y where the
line intersects the y-axis (when x = 0).
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QUANTIFYING ECOLOGY

hichever type of data an observer collects (see Quantifying

Ecology 1.1), the process of interpretation typically begins
with graphically displaying the set of observations. The most
common method of displaying a single data set is constructing
a frequency distribution. A frequency distribution is a count of
the number of observations (frequency) having a given score or
value. For example, consider this set of observations regarding
flower color in a sample of 100 pea plants:

Flower color Purple Pink White
Frequency 50 35 15

These data are categorical and nominal since the categories have
no inherent order.

Frequency distributions are likewise used to display contin-
uous data. This set of continuous data represents body lengths
(in centimeters) of 20 sunfish sampled from a pond:

8.83,9.25,8.77,10.38, 9.31, 8.92, 10.22, 7.95, 9.74,
9.51,9.66, 10.42, 10.35, 8.82, 9.45, 7.84, 11.24, 11.06,
9.84, 10.75

With continuous data, the frequency of each value is often a
single instance since multiple measurements are unlikely to

Frequency
(Number of individuals)

w

T

L

8.00- 9.00- 10.00-  11.00-
7.99 8.99 9.99 10.99 11.99

(a) Body length (cm)

Displaying Ecological Data: Histograms
and Scatter Plots

be exactly the same. Therefore, continuous data are normally
grouped into discrete categories, with each category represent-
ing a defined range of values. Each category must be nonover-
lapping so that each observation belongs to only one category.
For example, the body length data could be grouped into discrete
categories:

Body length Number of

(intervals, cm) individuals
7.00-7.99 2
8.00-8.99 4
9.00-9.99 7
10.00-10.99 5
11.00-11.99 2

Once the observations have been grouped into categories, the
resulting frequency distribution can then be displayed as a his-
togram (type of bar graph; Figure 1a). The x-axis represents the
discrete intervals of body length and the y-axis represents the
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(b)

Figure 1 (a) An example of a histogram relating the number of individuals belonging to different
categories of body length from a sample of the sunfish population. (b) Scatter plot relating body
length (x-axis) and body weight (y-axis) for the sample of sunfish presented in (a).



number of individuals whose body length falls within each given
interval.

In effect, the continuous data are transformed into categori-
cal data for the purposes of graphical display. Unless there are
previous reasons for defining categories, defining intervals is
part of the data interpretation process—the search for pattern.
For example, how would the pattern represented by the histo-
gram in Figure la differ if the intervals were in units of 1 but
started with 7.50 (7.50-8.49, 8.50-9.49, etc.)?

Often, however, the researcher is examining the relation-
ship between two variables or sets of observations. When both
variables are numerical, the most common method of graphi-
cally displaying the data is by using a scatter plot. A scatter
plot is constructed by defining two axes (x and y), each rep-
resenting one of the two variables being examined. For exam-
ple, suppose the researcher who collected the observations of
body length for sunfish netted from the pond also measured
their weight in grams. The investigator might be interested in
whether there is a relationship between body length and weight
in sunfish.

In this example, body length would be the x-axis, or inde-
pendent variable (Section 1.5), and body weight would be the
y-axis, or dependent variable. Once the two axes are defined,
each individual (sunfish) can be plotted as a point on the graph,
with the position of the point being defined by its respective
values of body length and weight (Figure 1b).

Scatter plots can be described as belonging to one of three
general patterns, as shown in Figure 2. In plot (a) there is a gen-
eral trend for y to increase with increasing values of x. In this
case the relationship between x and y is said to be positive (as
with the example of body length and weight for sunfish). In plot
(b) the pattern is reversed, and y decreases with increasing values
of x. In this case the relationship between x and y is said to be
negative, or inverse. In plot (c) there is no apparent relationship
between x and y.

You will find many types of graphs throughout our discus-
sion, but most will be histograms and scatter plots. No matter
which type of graph is presented, ask yourself the same set of
questions—Ilisted below—to help interpret the results. Review
this set of questions by applying them to the graphs in Figure 1.
What do you find out?

1. What type of data do the observations represent?

2. What variables do each of the axes represent, and what are
their units (cm, g, color, etc.)?

3. How do values of y (the dependent variable) vary with
values of x (the independent variable)?
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Figure 2 Three general patterns for scatter plots.

Go to euanTEYIt! and GRABHIL! at www.ecologyplace.com
to further explore how to display data graphically.
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All of the approaches just discussed—observation, experi-
mentation, hypothesis testing, and development of models—
appear throughout our discussion to illustrate basic concepts
and relationships. They are the basic tools of science. For every
topic, an array of figures and tables present the observations,
experimental data, and model predictions used to test specific
hypotheses regarding pattern and process at the different levels
of ecological organization. Being able to analyze and interpret
the data presented in these figures and tables is essential to your
understanding of the science of ecology. To help you develop
these skills, we have annotated certain figures and tables to guide
you in their interpretation. In other cases, we pose questions that
ask you to interpret, analyze, and draw conclusions from the data
presented. These figures and tables are labeled as “Interpreting
Ecological Data.” (See Figure 2.16 on page 27 for the first
example.)

1.7 Uncertainty Is an Inherent
Feature of Science

Collecting observations, developing and testing hypotheses,
and constructing predictive models all form the backbone of
the scientific method (see Figure 1.4). It is a continuous pro-
cess of testing and correcting concepts to arrive at explanations
for the variation we observe in the world around us, thus uni-
fying observations that on first inspection seem unconnected.
The difference between science and art is that, although both
pursuits involve creation of concepts, in science the exploration
of concepts is limited to the facts. In science, there is no test of
concepts other than their empirical truth.

However, scientific concepts have no permanence, be-
cause they are only our interpretations of natural phenomena.
We are limited to inspecting only a part of nature because to
understand, we have to simplify. As discussed in Section 1.5,
in designing experiments, we control the pertinent factors and
try to eliminate others that may confuse the results. Our intent
is to focus on a subset of nature from which we can establish
cause and effect. The trade-off is that whatever cause and ef-
fect we succeed in identifying represents only a partial con-
nection to the nature we hope to understand. For that reason,
when experiments and observations support our hypotheses,
and when the predictions of the models are verified, our job
is still not complete. We work to loosen the constraints im-
posed by the need to simplify so that we can understand. We
expand our hypothesis to cover a broader range of conditions
and once again begin testing its ability to explain our new
observations.

It may sound odd at first, but science is a search for evi-
dence that proves our concepts wrong. Rarely is there only one
possible explanation for an observation. As a result, any num-
ber of hypotheses can be developed that may be consistent with
an observation. The determination that experimental data are
consistent with a hypothesis does not prove that the hypoth-
esis is true. The real goal of hypothesis testing is to eliminate
incorrect ideas. Thus, we must follow a process of elimination,
searching for evidence that proves a hypothesis wrong. Science

is essentially a self-correcting activity, dependent on the
continuous process of debate. Dissent is the activity of science,
fueled by free inquiry and independence of thought. To the out-
side observer, this essential process of debate may appear to be
a shortcoming. After all, we depend on science for the develop-
ment of technology and the ability to solve problems. For the
world’s current environmental issues, the solutions may well
involve difficult ethical, social, and economic decisions. In
this case, the uncertainty inherent to science is discomforting.
However, we must not mistake uncertainty for confusion, nor
should we allow disagreement among scientists to become an
excuse for inaction. Instead, we need to understand the uncer-
tainty so that we may balance it against the costs of inaction.

1.8 Ecology Has Strong Ties to

Other Disciplines

The complex interactions taking place within ecological sys-
tems involve all kinds of physical, chemical, and biological
processes. To study these interactions, ecologists must draw on
other sciences. This dependency makes ecology an interdisci-
plinary science.

Although we explore topics that are typically the subject
of disciplines such as biochemistry, physiology, and genetics,
we do so only in the context of understanding the interplay of
organisms with their environment. The study of how plants take
up carbon dioxide and lose water for example, belongs to plant
physiology (see Chapter 6). Ecology looks at how these processes
respond to variations in rainfall and temperature. This informa-
tion is crucial to understanding the distribution and abundance of
plant populations and the structure and function of ecosystems
on land. Likewise, we must draw upon many of the physical sci-
ences, such as geology, hydrology, and meteorology. They will
help us chart other ways organisms and environments interact.
For instance, as plants take up water, they influence soil moisture
and the patterns of surface water flow. As they lose water to the
atmosphere, they increase atmospheric water content and influ-
ence regional patterns of precipitation. The geology of an area
influences the availability of nutrients and water for plant growth.
In each example, other scientific disciplines are crucial to under-
standing how individual organisms both respond to and shape
their environment.

In the 21st century, ecology is entering a new frontier,
one that requires expanding our view of ecology to include
the dominant role of humans in nature. Among the many
environmental problems facing humanity, four broad and in-
terrelated areas are crucial: human population growth, bio-
logical diversity, sustainability, and global climate change.
As the human population increased from approximately 500
million to more than 6.7 billion in the past two centuries, dra-
matic changes in land use have altered Earth’s surface. The
clearing of forests for agriculture has destroyed many natural
habitats, resulting in a rate of species extinction that is unprec-
edented in Earth’s history. In addition, the expanding human
population is exploiting natural resources at unsustainable
levels. Due to growing demand for energy from fossil fuels



that is needed to sustain economic growth, the chemistry of
the atmosphere is changing in ways that are altering Earth’s
climate. These environmental problems are ecological in na-
ture, and the science of ecology is essential to understanding
their causes and identifying ways to mitigate their impacts
(see Ecological Issues: The Human Factor and Part Eight:
Human Ecology). Addressing these issues, however, requires
a broader interdisciplinary framework to better understand
their historical, social, legal, political, and ethical dimensions.
That broader framework is known as environmental science.
Environmental science examines the impact of humans on the
natural environment and as such covers a wide range of topics
including agronomy, soils, demography, agriculture, energy,
and hydrology, to name but a few.

1.9 The Individual Is the Basic

Unit of Ecology

As we noted earlier, ecology encompasses a broad area of in-
vestigation—from the individual organism to the biosphere.

CHAPTER 1 e THE NATURE OF ECOLOGY 13

Our study of the science of ecology uses this hierarchical
framework in the chapters that follow. We begin with the
individual organism, examining the processes it uses and con-
straints it faces in maintaining life under varying environmen-
tal conditions. The individual organism forms the basic unit
in ecology. The individual senses and responds to the prevail-
ing physical environment. The collective properties of birth
and death of individuals drive the dynamics of populations,
and individuals of different species interact with each other in
the context of the community. But perhaps most importantly,
the individual, through the process of reproduction, passes
genetic information to successive individuals, defining the
nature of individuals that will compose future populations,
communities, and ecosystems. At the individual level we
can begin to understand the mechanisms that give rise to the
diversity of life and ecosystems on Earth—mechanisms that
are governed by the process of natural selection. But before
embarking on our study of ecological systems, we examine
characteristics of the abiotic (physical and chemical) environ-
ment that function to sustain and constrain the patterns of life
on our planet.

Summary

Ecology 1.1

Ecology is the scientific study of the relationships between or-
ganisms and their environment. Environment includes physical
and chemical conditions as well as biological or living com-
ponents of an organism’s surroundings. Relationship includes
interactions with the physical world as well as with members
of the same and other species.

Ecosystems 1.2

Organisms interact with their environment in the context of
the ecosystem. Broadly, the ecosystem consists of two compo-
nents, the living (biotic) and the physical (abiotic), interacting
as a system.

Hierarchical Structure 1.3

Ecological systems can be viewed in a hierarchical frame-
work, from individual organisms to the biosphere. Organisms
of the same species that inhabit a given physical environ-
ment make up a population. Populations of different kinds
of organisms interact with members of their own species as
well as with individuals of other species. These interactions
range from competition for shared resources to interactions
that are mutually beneficial for the individuals of both spe-
cies involved. Interacting populations make up a biotic com-
munity. Community plus the physical environment make up
an ecosystem.

All communities and ecosystems exist in the broader spatial
context of the landscape—an area of land (or water) composed
of a patchwork of communities and ecosystems. Geographic

regions having similar geological and climatic conditions sup-
port similar types of communities and ecosystems, referred to
as biomes. The highest level of organization of ecological sys-
tems is the biosphere—the thin layer around Earth that supports
all of life.

Ecological Studies 1.4

At each level in the hierarchy of ecological systems—from the
individual organism to the biosphere—a different and unique
set of patterns and processes emerges; subsequently, a different
set of questions and approaches for studying these patterns and
processes is required.

Scientific Method 1.5

All ecological studies are conducted by using the scientific
method. All science begins with observation, from which ques-
tions emerge. The next step is the development of a hypothesis—
a proposed answer to the question. The hypothesis must be
testable through observation and experiments.

Models 1.6

From research data, ecologists develop models. Models allow
us to predict some behavior or response using a set of explicit
assumptions. They are abstractions and simplifications of natu-
ral phenomena. Such simplification is necessary to understand
natural processes.

Uncertainty in Science 1.7

An inherent feature of scientific study is uncertainty; it arises
from the limitation that we can focus on only a small subset
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of nature, and it results in an incomplete perspective. Because
we can develop any number of hypotheses that may be con-
sistent with an observation, determining that experimental data
are consistent with a hypothesis is not sufficient to prove that
the hypothesis is true. The real goal of hypothesis testing is to
eliminate incorrect ideas.

An Interdisciplinary Science 1.8

Ecology is an interdisciplinary science because the interac-
tions of organisms with their environment and with each other
involve physiological, behavioral, and physical responses.

The study of these responses draws upon such fields as
physiology, biochemistry, genetics, geology, hydrology, and
meteorology.

Individuals 1.9

The individual organism forms the basic unit in ecology. The
individual responds to the environment. The collective birth
and death of individuals define the dynamics of populations,
and the interactions among individuals of the same and differ-
ent species define communities. The individual passes genes to
successive generations.

Study Questions

1. How do ecology and environmentalism differ? In what
way does environmentalism depend on the science of
ecology?

2. Define the terms population, community, ecosystem,
landscape, biome, and biosphere.

3. How might including the abiotic environment within
the framework of the ecosystem help ecologists
achieve the basic goal of understanding the interaction
of organisms with their environment?

4. What is a hypothesis? What is the role of hypotheses in
science?

5. An ecologist observes that the diet of a bird species
consists primarily of large grass seeds (as opposed to
smaller grass seeds or the seeds of other herbaceous
plants found in the area). He hypothesizes that the
birds are choosing the larger seeds because they have

a higher concentration of nitrogen than do other types
of seeds at the site. To test the hypothesis, the ecologist
compares the large grass seeds with the other types of
seeds, and the results clearly show that the large grass
seeds do indeed have a much higher concentration of
nitrogen. Did the ecologist prove the hypothesis to be
true? Can he conclude that the birds select the larger
grass seeds due to their higher concentration of nitrogen?
Why or why not?

6. What is a model? What is the relationship between
hypotheses and models?

7. Given the importance of ecological research in making
political and economic decisions regarding current
environmental issues such as global warming, how do
you think scientists should communicate uncertainties
in their results to policy makers and the public?
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n January 2004, two small, robotic vehicles named

the Mars Exploration Rovers landed on the Martian

surface. Their mission was to explore the surface for
evidence of whether life ever arose on Mars. The rovers
were not looking for living organisms or even for fos-
sils within the rocks littering the terrain. These robotic
vehicles were exploring the geology of the Martian sur-
face. Their task was to determine the history of water on
Mars. Although there is no liquid water on the surface
of Mars today, the record of past water activity on Mars
can be found in the planet’s rocks, minerals, and geologic
landforms, particularly in those that can form only in the
presence of water.

Why search for water as evidence of life? Because
life as we understand it is impossible without conditions
that allow for the existence of water in a liquid form.
The history of water on Mars is crucial to determining
if the Martian environment was ever conducive to life.
The mission of the Mars Exploration Rovers was not
to search for direct evidence of life, but rather to pro-
vide us with information on the “habitability” of the
environment.

Although studying the physical environment is the
central mission of disciplines such as geology, meteorol-
ogy, and hydrology, the concept of habitability—the
ability of the physical environment to support life—links
these physical sciences with the discipline of ecology. To
illustrate this connection between ecology and the study
of the physical environment, we move from the surface
of Mars to a small chain of islands off the western coast
of South America—the Galapagos Islands, which so
influenced the thinking of young Charles Darwin.

When we think of penguins, the frozen landscape of
the Antarctic generally comes to mind. Yet the Galapagos
Islands, which lie on the equator, are home to the small-
est of the penguin species: Spheniscus mendiculus, or the
Galapagos penguin. These penguins stand only 16 to 18
inches (40 to 45 cm) tall and weigh only 5 pounds (2 to
2.5 kg). Found only on the Galapagos Islands, they live
the farthest north of all the penguin species.

Galapagos penguins eat mostly small fish such as mul-
let and sardines; they depend on ocean currents flowing

The Physical Environment

from the cooler waters of the south to bring these fish
to their feeding grounds. Darwin himself noted the im-
portance of currents flowing north from the South Pacific
Ocean to the Galdpagos environment: “Considering
that these islands are placed directly under the equator,
the climate is far from being excessively hot; this seems
chiefly caused by the singularly low temperature of the
surrounding water, brought here by the great south-
ern Polar current” (Voyage of the Beagle). However,
the prevailing winds giving rise to the cool waters that
bathe these tropical islands are not always predictable.
Periodically, the trade winds flowing westward in this
region stall, and the waters around the Galapagos Islands
warm. The warm waters dramatically reduce the fish pop-
ulations upon which the penguins depend. Such an oc-
currence caused a severe shortage of food about 20 years
ago—more than 70 percent of the Galdpagos penguins
died. Since then their numbers have increased, and the
population currently is estimated at about 800 breeding
pairs. As far back as the 16th century, the region’s fisher-
men have recorded periods of warming such as the one
that occurred 20 years ago, and these periods of severe
food shortage no doubt have affected the penguin popu-
lation since their ancestors first arrived on the islands.
Even from the short example just given, you can see
that understanding the ecology of Galdpagos penguins
very much depends on understanding the physical en-
vironment of these islands—namely, features of the
environment that influence the islands’ habitability for
the penguin population. Ecologists use two very different
timescales in viewing the interaction between organ-
isms and their surrounding physical environment. Over
a period of many generations, the physical environment
represents a guiding force in the process of natural se-
lection, favoring individuals with certain characteristics
over others (see Chapter 5). Over a shorter period, the
physical environment influences the physiological perfor-
mance of individuals as well as the availability of essential
resources, both of which directly influence the survival,
growth, and reproduction of individuals within the popu-
lation. The example of the Galapagos penguin illustrates
both of these timescales.



The Galdpagos penguin (Spheniscus mendiculus).

Over evolutionary time, the physical environment
of the Galapagos Islands has influenced the charac-
teristics and behavior of Galdpagos penguins through
the process of natural selection. First, this penguin’s
small body size enables it to dissipate heat easily to
the surrounding air—an important characteristic in
this tropical environment (see Chapter 7). Second,
unlike most other penguins, Galdpagos penguins
have no particular breeding season and may have as
many as three clutches in a single year. This adap-
tation allows them to cope with their variable and
unreliable food resource, which is a direct result of
unpredictable changes in the patterns of prevailing
winds and ocean currents. An understanding
of these characteristics requires an understanding
of the physical environment that has shaped this
species over evolutionary time through the process
of natural selection.

Aerial photo of the Galdpagos Islands.

Over the short term, yearly variations in currents and
water temperatures around the islands are crucial to
understanding the population dynamics of this species.
Periodic increases and decreases in the population of
Galapagos penguins are a direct response to variations in
the availability of food resources.

In the discussion that follows, we will look at features
of Earth’s physical environment that directly influence its
habitability. We will explore features of the two dominant
environments characterizing our planet—land and water.
We begin by examining Earth’s climate (Chapter 2); the
broad-scale patterns of temperature, winds, precipitation,
seasonality, and ocean currents. We then turn our atten-
tion to the dominant physical characteristics of aquatic
(Chapter 3) and terrestrial (Chapter 4) environments. These
chapters will set the stage for our discussion of the adapta-
tions of plants and animals to these physical environments
(Part Two).
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2 Climate

As the sun rises, warming the morning air in this tropical rain forest on the
island of Borneo, fog that has formed in the cooler night air begins to evaporate.
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hat determines whether a particular geographic

region will be a tropical forest, a grassy plain, or a bar-

ren landscape of sand dunes? The aspect of the physi-
cal environment that most influences a particular ecosystem by
placing the greatest constraint on organisms is climate. Climate
is a term we tend to use loosely. In fact, people sometimes con-
fuse climate with weather. Weather is the combination of tem-
perature, humidity, precipitation, wind, cloudiness, and other
atmospheric conditions occurring at a specific place and time.
Climate is the long-term average pattern of weather and may be
local, regional, or global.

The structure of terrestrial ecosystems is largely defined
by the dominant plants, which in turn reflect the prevail-
ing physical environmental conditions, namely climate (see
Chapter 24). Geographic variations in climate, primarily
temperature and precipitation, govern the large-scale distri-
bution of plants and therefore the nature of terrestrial eco-
systems (Figure 2.1). Here, we learn how climate determines
the availability of thermal energy and water on Earth’s sur-
face and influences the amount of solar energy that plants
can harness.

2.1 Earth Intercepts Solar
Radiation

The outer edge of Earth’s atmosphere intercepts solar radia-
tion. The resulting exchanges of energy create thermal patterns
that, coupled with Earth’s rotation and movement, generate the
prevailing winds and ocean currents. These movements of air
and water in turn influence Earth’s weather patterns, including
the distribution of rainfall.

Solar radiation, the electromagnetic energy emanat-
ing from the Sun, travels more or less unimpeded through
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the vacuum of space until it reaches Earth’s atmosphere.
Scientists conceptualize solar radiation as a stream of pho-
tons, or packets of energy, that—in one of the great paradoxes
of science—behave either as waves or as particles, depend-
ing on how they are observed. Scientists characterize waves
of energy in terms of their wavelength (\), or the physical
distances between successive crests, and their frequency (v),
or the number of crests that pass a given point per second.
All objects emit radiant energy, typically across a wide range
of wavelengths. The exact nature of the energy emitted, how-
ever, depends on the object’s temperature (Figure 2.2). The
hotter the object is, the more energetic the emitted photons
and the shorter the wavelength. A very hot surface such as
that of the Sun (~5800° C) gives off primarily shortwave
radiation. In contrast, cooler objects such as Earth’s surface
(average temperature of 15°C) emit radiation of longer wave-
lengths, or longwave radiation.

Of the solar radiation that reaches the top of Earth’s
atmosphere, only 51 percent makes it to the surface. What
happens to all the incoming energy? If we say the amount
of solar radiation reaching the top of the atmosphere equals
100 units, then on average, clouds and the atmosphere reflect
and scatter 26 units, and Earth’s surface reflects an additional
4 units, for a total of 30 units being reflected back to space
(Figure 2.3). Together, the atmosphere and clouds absorb
another 19 units (for a total of 49 units), leaving 51 units of
direct and indirect solar radiation to be absorbed by Earth’s
surface.

Of the 51 units that reach Earth’s surface, 23 units are
used to evaporate water and another 7 units warm the air
next to the surface. The remaining 21 units are absorbed
by the landmasses and oceans. The landmasses and oceans
in turn emit radiation back to the atmosphere in the form of

Mesophytic Oak

forest
(a)

Oak-hickory
forest

woodland

Subtropical

Tropical Temperate
forest forest deciduous
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Figure 2.1 Gradients of vegetation in North America from east to west and south to north.

(a) The east-west gradient reflects a decrease in annual precipitation (does not cut across the Rocky
Mountains). (b) The south-north gradient reflects a decrease in mean annual temperature. Note that
with decreasing precipitation and temperatures, the stature of the vegetation decreases. (See
Chapter 24 for a detailed discussion of the characteristics and distribution of terrestrial ecosystems.)
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longwave (thermal) radiation. The amount of longwave radia-
tion emitted by Earth’s surface exceeds the 21 units of solar
radiation that are absorbed. Actually, some 117 units in total
are emitted. How is this possible? Because, although the sur-
face receives solar (shortwave) radiation only during the day,
it constantly emits longwave radiation during both day and
night. Additionally, the atmosphere above allows only a small
fraction of this energy (6 units) to pass through into space.
Most of the energy (111 units) is absorbed by the water vapor
and CO, in the atmosphere and by clouds. Much of this energy
(96 units) is radiated back to Earth, producing the greenhouse
effect, which is crucial to maintaining the planet’s surface
temperature (see Chapter 30). As a result, Earth’s surface re-
ceives nearly twice as much longwave radiation from the at-
mosphere as it does shortwave radiation from the Sun. In all
of these exchanges (see Figure 2.3), the energy lost at Earth’s
surface (30 units + 117 units = 147 units) is exactly balanced
by the energy gained (51 units + 96 units = 147 units). The
radiation budget of Earth is in balance.

Electromagnetic radiation emitted by the Sun covers a
wide range of wavelengths. Of the total range of solar radia-
tion reaching Earth’s atmosphere, the wavelengths of approx-
imately 400 to 700 nm (a nanometer is 1 billionth of a meter)
make up visible light (Figure 2.4). Collectively, these wave-
lengths are also known as photosynthetically active radia-
tion (PAR) because they include the wavelengths that plants
use as a source of energy in the process of photosynthesis
(see Chapter 6). Wavelengths shorter than the visible range
are ultraviolet (UV) light. There are two types of ultravio-
let light: UV-A, with wavelengths from 315 to 380 nm; and
UV-B, with wavelengths from 280 to 315 nm. Radiation with
wavelengths longer than the visible range is known as infra-
red radiation. Near-infrared radiation includes wavelengths of
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Figure 2.2 The wavelength of radiation emitted by an object
is a function of its temperature. The Sun, with an average surface
temperature of 5800°C, emits relatively shortwave radiation as
compared to Earth, with an average surface temperature of 15°C,
which emits relatively longwave radiation.
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Figure 2.3 Disposition of solar energy reaching Earth’s atmosphere. Inputs include incoming
solar (shortwave) radiation and longwave radiation returning to Earth as a function of the
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Near infrared

Thermal radiation ——

Figure 2.4 A portion of the
electromagnetic spectrum, separated into
solar and thermal radiation. Ultraviolet,
visible, and infrared light waves represent
only a small part of the spectrum. To the
left of ultraviolet radiation are X-rays and
gamma rays (not shown).
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approximately 740 to 4000 nm, and far-infrared or thermal
radiation includes wavelengths from 4000 to 100,000 nm.

2.2 Intercepted Solar Radiation
Varies Seasonally

The amount of solar energy intercepted at any point on Earth’s
surface varies markedly with latitude (Figure 2.5). Two fac-
tors influence this variation. First, at higher latitudes, radiation
hits the surface at a steeper angle, spreading sunlight over a
larger area. Second, radiation that penetrates the atmosphere at
a steep angle must travel through a deeper layer of air. In the
process, it encounters more particles in the atmosphere, which
reflect more of it back into space.

Although the variation in solar radiation reaching Earth’s
surface with latitude can explain the gradient of decreasing
temperature from the equator to the poles, it does not explain
the systematic variation occurring over the course of a year.
What gives rise to the seasons on Earth? Why do the hot days

North Pole

Tropic of
Cancer Sun’s
- 23.5° north ) rays

latitude \

Equator ——

Tropic of
Capricorn
23.5° south

latitude

South Pole

Figure 2.5 Solar radiation striking Earth at high latitudes arrives
at an oblique angle and spreads over a wide area. Therefore, it is less
intense than energy arriving vertically at the equator.

100,000

of summer give way to the changing colors of fall, or the
freezing temperatures and snow-covered landscape of winter
to the blanket of green signaling the onset of spring? The
explanation is quite simple—because Earth does not stand up
straight but rather tilts on its side.

Earth, like all planets, is subjected to two distinct motions.
While it orbits around the Sun, Earth rotates about an axis that
passes through the North and South Poles, giving rise to the
brightness of day followed by the darkness of night (the diurnal
cycle). Earth travels about the Sun in a plane called the ecliptic.
By chance, Earth’s axis of spin is not perpendicular to the eclip-
tic but tilted at an angle of 23.5° (Figure 2.6). This tilt (incli-
nation) is responsible for the seasonal variations in temperature
and day length. Only at the equator are there exactly 12 hours
of daylight and darkness every day of the year. At the vernal
equinox (approximately March 21) and autumnal equinox (ap-
proximately September 22), the Sun is directly overhead at the
equator (Figure 2.6b). At this time, the equatorial region receives
the greatest input of shortwave (solar) radiation, and every place
on Earth receives the same 12 hours each of daylight and night.

Solar radiation falls directly on
the Tropic of Capricorn, with
increased input and day length
in the Southern Hemisphere

Solar radiation falls

directly on the Tropic

of Cancer, with increased

input and day length

in the Northern Hemisphere
Solar radiation falls
directly on the equator

Sun’s
rays
@) () Y ©)
Summer solstice  Vernal and autumnal Winter solstice

June 20 equinoxes December 21

Figure 2.6 Angle of the Sun and circle of illumination at the
equinoxes and the winter and summer solstices.
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Figure 2.7 Annual variation in solar
radiation on Earth. (a) Global mean solar
radiation at Earth’s surface. (b) Seasonal
variation of the daily (extraterrestrial) solar
radiation incident on a horizontal surface at
the top of Earth’s atmosphere in the Northern
Hemisphere.

(Adapted from Barry and Chorley 1992.)
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At the summer solstice (approximately June 22) in the
Northern Hemisphere, solar rays fall directly on the Tropic of
Cancer (23.5° north latitude; Figure 2.6a). This is when days
are longest in the Northern Hemisphere, and the input of solar
radiation to the surface is the greatest. In contrast, the Southern
Hemisphere experiences winter at this time. At winter solstice
(about December 22) in the Northern Hemisphere, solar rays fall
directly on the Tropic of Capricorn (23.5° south latitude; Figure
2.6¢). This period is summer in the Southern Hemisphere,
whereas the Northern Hemisphere is enduring shorter days and
colder temperatures. Thus, the summer solstice in the Northern
Hemisphere is the winter solstice in the Southern Hemisphere.

The seasonality of solar radiation, temperature, and day
length increases with latitude. At the Arctic and Antarctic cir-
cles (66.5° north and south latitudes, respectively), day length
varies from O to 24 hours over the course of the year. The days
shorten until the winter solstice, a day of continuous darkness.
The days lengthen with spring, and on the day of the summer
solstice, the Sun never sets.

Figure 2.7 shows how annual and seasonal inputs of solar
radiation vary over Earth. Although in theory every location
on Earth receives the same amount of daylight during a year,
in high latitudes where the Sun is never positioned directly

overhead, the annual input of solar radiation is the lowest. This
pattern of varying exposures to solar radiation controls mean
annual temperature around the globe (Figure 2.8). Like annual
solar radiation, mean annual temperatures are highest in tropi-
cal regions and decline as one moves toward the poles.

2.3 Air Temperature Decreases
with Altitude

Whereas varying degree and length of exposure to solar ra-
diation may explain changes in latitudinal, seasonal, and daily
temperatures, they do not explain why air gets cooler with increas-
ing altitude. Mount Kilimanjaro, for example, rises from the hot
plain of tropical East Africa; but its peak is capped with ice and
snow (Figure 2.9. on page 24). The explanation of this apparent
oddity of snow in the tropics lies in the physical properties of air.
The weight of all the air molecules surrounding Earth is a
staggering 5600 trillion tons. The air’s weight acts as a force on
Earth’s surface, and the amount of force exerted over a given
area of surface is called atmospheric pressure, or air pressure.
Envision a vertical column of air. The pressure at any point
in the column can be measured in terms of the total mass of
air above that point. As we climb in elevation, the mass of air
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(a) January isotherms (lines of equal temperature) around the Earth

(b) July isotherms (lines of equal temperature) around the Earth

Figure 2.8 Mean annual global temperatures change with latitude and season. (a) Mean sea-
level temperatures (°C) in January. (b) Mean sea-level temperatures (°C) in July. Note the colder
temperatures during the Northern Hemisphere winter (January), warmer temperatures during the
Southern Hemisphere summer, and the reversal in temperature patterns with the shift to summer in

the Northern Hemisphere and winter in the Southern Hemisphere (July).

above us decreases, and therefore pressure declines. Although
atmospheric pressure decreases continuously, the rate of de-
cline slows with increasing altitude (Figure 2.10).

Because of the greater air pressure at Earth’s surface, the
density of air (the number of molecules per unit volume) is
high, decreasing in parallel with air pressure as we climb in alti-
tude. As altitude above sea level increases, both air pressure and

density decrease. Although by an altitude of 50 km, air pressure
is only 0.1 percent of that measured at sea level, the atmosphere
continues to extend upward for many hundreds of kilometers,
gradually becoming thinner and thinner until it merges into
outer space.

Air pressure and density decrease systematically with height
above sea level, but air temperature has a more complicated
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Figure 2.9 Although near the equator, Mount Kilimanjaro in
Africa is snowcapped and supports tundra-like vegetation near its
summit. Global warming is causing a rapid melting of this snowcap.
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Figure 2.10 Both air pressure and air density decrease with
increasing altitude above sea level.

vertical profile. Air temperature normally decreases from Earth’s
surface up to an altitude of approximately 11 km (nearly 36,000
feet). The rate at which temperature decreases with altitude is
called the environmental lapse rate.

The decrease in air temperature as one moves farther from
Earth’s surface is caused by two factors. Because of the greater
air pressure at the surface, air molecules move more quickly.
Since temperature is a measure of the average speed of the air
molecules (average kinetic energy of the particles), the aver-
age speed of the molecules and the temperature are both higher
near the surface. The decrease in air pressure with altitude re-
sults in a reduced rate of motion of the molecules and therefore
a decline in temperature. The primary reason for the decrease
in air temperature with increasing altitude, however, is the cor-
responding decline in the “warming effect” of Earth’s surface.
The absorption of solar radiation warms Earth’s surface. Energy
(longwave radiation) is emitted upward from the surface, heat-
ing the air above it. This process of transfer continues upward

as thermal energy flows spontaneously from warmer to cooler
areas but at a continuously declining rate as the energy emitted
from the surface is dissipated.

Unlike air pressure and density, air temperature does not de-
cline continuously with increasing height above Earth’s surface.
In fact, at certain heights in the atmosphere, a change in altitude
can result in an abrupt change in temperature. Atmospheric sci-
entists use these specific altitudes to distinguish different regions
in the atmosphere (Figure 2.11). Beginning at Earth’s surface,
the regions are called the troposphere, the stratosphere, the me-
sosphere, and the thermosphere. The boundary zones between
these four regions of the atmosphere are the tropopause, stra-
topause, and mesopause, respectively. The two most important
regions for climate, and therefore life on Earth, are the tropo-
sphere and stratosphere.

So far, this discussion of the change in air temperature with
increasing altitude has assumed no vertical movement of air from
the surface to the top of the atmosphere. When a volume of air at
the surface warms, however, it becomes buoyant and rises (like
a hot-air balloon does). As the volume of air (known as a parcel
of air) rises, decreasing pressure makes it expand and cool. The
decrease in air temperature through expansion, rather than through
heat loss to the surrounding atmosphere, is called adiabatic cool-
ing. The same process works in an air conditioner, where a cool-
ant is compressed. As the coolant moves from the compressor to
the coils, the drop in pressure makes it expand and cool.

The rate of adiabatic cooling depends on the water con-
tent of the air. The adiabatic cooling of dry air is approximately
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Figure 2.11 Changes in atmospheric temperature (global
average) with altitude above sea level. Regions of the atmosphere are
labeled, and Mount Everest (the highest mountain peak on Earth) is
drawn for perspective.

(Adapted from Graedel and Crutzen 1995.)



10°C per 1000 m elevation. Saturated air cools more slowly
(~6°C per 1000 m; see Section 3.2 for discussion of differences
in the specific heat of water and air). The rate of temperature
change with elevation is called the adiabatic lapse rate.

2.4 Air Masses Circulate Globally

The blanket of air surrounding Earth—the atmosphere—is not
static. It is in a constant state of movement, driven by rising
and sinking air masses and by Earth’s rotation on its axis. The
equatorial region receives the largest annual input of solar ra-
diation. Warm air rises because it is less dense than the cooler
air above it. Air heated at the equatorial region rises to the top
of the troposphere, establishing a zone of low pressure down
at the surface (Figure 2.12). More air rising beneath it forces
the air mass to spread north and south toward the poles. As air
masses move poleward, they cool, become heavier, and sink.
The sinking air raises surface air pressure (high-pressure zone).
The cooled, heavier air then flows toward the low-pressure zone
at the equator, replacing the warm air rising over the tropics and
closing the pattern of air circulation. If Earth were stationary
and without irregular landmasses, the atmosphere would circu-
late as shown in Figure 2.12. Earth, however, spins on its axis
from west to east. Although each point on Earth’s surface makes
a complete rotation every 24 hours, the speed of rotation var-
ies with latitude (and circumference). At a point on the equator
(its widest circumference at 40,176 km), the speed of rotation
is 1674 km per hour. In contrast, at 60° north or south, Earth’s
circumference is approximately half that at the equator (20,130
km), and the speed of rotation is 839 km per hour. According
to the law of angular motion, the momentum of an object mov-
ing from a greater circumference to a lesser circumference
will deflect in the direction of the spin, and an object moving
from a lesser circumference to a greater circumference will de-
flect in the direction opposite that of the spin. As a result, air
masses and all moving objects in the Northern Hemisphere are

Air cools and eventually
descends to the surface, where
it moves toward the equator

Warm surface air at
the equator rises and
moves north and south

Figure 2.12 Circulation of air cells and prevailing winds on
an imaginary, nonrotating Earth. Air heated at the equator rises and
moves north and south. After cooling at the poles, it descends and
moves back toward the equator.
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deflected to the right (clockwise motion) and in the Southern
Hemisphere to the left (counterclockwise motion). This deflec-
tion in the pattern of air flow is the Coriolis effect, named after
the 19th-century French mathematician G. C. Coriolis, who first
analyzed the phenomenon (Figure 2.13).

Due to the deflection of air masses, the Coriolis effect pre-
vents a direct, simple flow of air from the equator to the poles.
Instead, it creates a series of belts of prevailing winds, named
for the direction they come from. These belts break the sim-
ple flow of surface air toward the equator and the flow aloft to
the poles into a series of six cells, three in each hemisphere.
They produce areas of low and high pressure as air masses
ascend from and descend toward the surface, respectively
(Figure 2.14). To trace the flow of air as it circulates between
the equator and poles, we begin at Earth’s equatorial region,
which receives the largest annual input of solar radiation.

Air heated in the equatorial zone rises upward, creating a
low-pressure zone near the surface—the equatorial low. This
upward flow of air is balanced by a flow of air from the north
and south toward the equator (equatorial low). As the warm air
mass rises it begins to spread, diverging northward and south-
ward toward the North and South Poles, cooling as it goes. In
the Northern Hemisphere, the Coriolis effect forces air in an
easterly direction, slowing its progress north. At about 30° north
latitude, the now cool air sinks, closing the first of the three
cells—the Hadley cells, named for the Englishman George
Hadley, who first described this pattern of circulation in 1735.
The descending air forms a semipermanent high-pressure belt at
the surface and encircling Earth—the subtropical high. Having

N pole

30° N

No
Equator deflection
at equator
30°S

D ——

Maximum
deflection at poles

S pole

Figure 2.13 Effect of the Coriolis force on wind direction.
The effect is absent at the equator, where the linear velocity is the
greatest, 465 m/s (1040 mi/h). Any object on the equator is moving
at the same rate. The Coriolis effect increases regularly toward the
poles. If an object, including an air mass, moves northward from the
equator at a constant speed, it speeds up because Earth moves more
slowly (403 m/s at 30° latitude, 233 m/s at 60° latitude, and 0 m/s at
the poles) than the object does. As a result, the object’s path appears
to deflect to the right or east in the Northern Hemisphere and to the
left or west in the Southern Hemisphere.
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Figure 2.14 Belts and cells of air circulation about a rotating
Earth. This circulation gives rise to the trade, westerly, and easterly
winds.

descended, the cool air warms and splits into two currents flow-
ing over the surface. One moves northward toward the pole,
diverted to the right by the Coriolis effect to become the prevail-
ing westerlies. Meanwhile, the other current moves southward
toward the equator. Also deflected to the right, this southward-
flowing stream becomes the strong, reliable winds that were
called trade winds by the 17th-century merchant sailors who
used them to reach the Americas from Europe. In the Northern
Hemisphere, these winds are known as the northeast trades. In
the Southern Hemisphere, where similar flows take place, these
winds are known as the southeast trades.

As the mild air of the westerlies moves poleward, it en-
counters cold air moving down from the pole (approximately
60° N). These two air masses of contrasting temperature do
not readily mix. They are separated by a boundary called the
polar front—a zone of low pressure (the subpolar low) where

Latitude

surface air converges and rises. Some of the rising air moves
southward until it reaches approximately 30° latitude (region
of the subtropical high), where it sinks back to the surface and
closes the second of the three cells—the Ferrel cell, named
after the American meteorologist William Ferrel.

As the northward-moving air reaches the pole, it slowly
sinks to the surface and flows back (southward) toward the
polar front, completing the last of the three cells—the polar
cell. This southward-moving air is deflected to the right by the
Coriolis effect, giving rise to the polar easterlies. Similar flows
occur in the Southern Hemisphere (see Figure 2.14).

2.5 Solar Energy, Wind, and Earth’s
Rotation Create Ocean Currents

The global pattern of prevailing winds plays a crucial role in
determining major patterns of surface water flow in Earth’s
oceans. These systematic patterns of water movement are
called currents. In fact, until they encounter one of the conti-
nents, the major ocean currents generally mimic the movement
of the surface winds presented in the previous section.

Each ocean is dominated by two great circular water mo-
tions, or gyres. Within each gyre, the ocean current moves
clockwise in the Northern Hemisphere and counterclockwise
in the Southern Hemisphere (Figure 2.15). Along the equator,
trade winds push warm surface waters westward. When these
waters encounter the eastern margins of continents, they split
into north- and south-flowing currents along the coasts, form-
ing north and south gyres. As the currents move farther from
the equator, the water cools. Eventually, they encounter the
westerly winds at higher latitudes (30-60° N and 30-60° S),
which produce eastward-moving currents. When these east-
ward-moving currents encounter the western margins of the

Figure 2.15 Ocean currents of the world. Notice how the circulation is influenced by the
Coriolis force (clockwise movement in the Northern Hemisphere and counterclockwise movement
in the Southern Hemisphere) and continental landmasses and how oceans are connected by
currents. Blue arrows represent cool water, and red arrows represent warm water.



continents, they form cool currents that flow along the coast-
line toward the equator. Just north of the Antarctic continent,
ocean waters circulate unimpeded around the globe.

2.6 Temperature Influences
the Moisture Content of Air

Air temperature plays a crucial role in the exchange of water
between the atmosphere and Earth’s surface. Whenever matter,
including water, changes from one state to another, energy is
either absorbed or released. The amount of energy released or
absorbed (per gram) during a change of state is known as latent
heat (from the Latin latens, “hidden”). In going from a more
ordered state (liquid) to a less ordered state (gas), energy is ab-
sorbed (energy required to break bonds between molecules).
While going from a less ordered to a more ordered state, energy
is released. Evaporation, the transformation of water from a
liquid to a gaseous state, requires 2260 joules (J) of energy per
gram of liquid water converted to water vapor (1 joule is the
equivalent energy of 1 watt of power radiated or dissipated for
1 second). Condensation, the transformation of water vapor to
a liquid state, releases an equivalent amount of energy. When
air comes into contact with liquid water, water molecules are
freely exchanged between the air and the water’s surface. When
the evaporation rate equals the condensation rate, the air is said
to be saturated. In the air, water vapor acts as an independent
gas that has weight and exerts pressure. The amount of pres-
sure that water vapor exerts independent of the pressure of dry
air is called vapor pressure. Vapor pressure is typically defined
in units of pascals (Pa). The water vapor content of air at satu-
ration is called the saturation vapor pressure. The saturation
vapor pressure, also known as the water vapor capacity of air,
cannot be exceeded. If the vapor pressure exceeds the capacity,
condensation occurs and reduces the vapor pressure. Saturation
vapor pressure varies with temperature, increasing as air tem-
perature increases (Figure 2.16). Having a greater quantity of
thermal energy to support evaporation, warm air has a greater
capacity for water vapor than does cold air.

The amount of water in a given volume of air is its absolute
humidity. A more familiar measure of the water content of the
air is relative humidity, or the amount of water vapor in the air
expressed as a percentage of the saturation vapor pressure. At
saturation vapor pressure, the relative humidity is 100 percent.
If air cools while the actual moisture content (water vapor pres-
sure) remains constant, then relative humidity increases as the
value of saturation vapor pressure declines. If the air cools to
a point where the actual vapor pressure is equal to the satura-
tion vapor pressure, moisture in the air will condense. This is
what occurs when a warm parcel of air at the surface becomes
buoyant and rises. As it rises it cools, and as it cools the rela-
tive humidity increases. When the relative humidity reaches
100 percent, water vapor will condense and form clouds. As
soon as particles of water or ice in the air become too heavy
to remain suspended, precipitation falls. For a given water con-
tent of a parcel of air (vapor pressure), the temperature at which
saturation vapor pressure is achieved (relative humidity is 100
percent) is called the dew point temperature. Think about find-
ing dew or frost on a cool fall morning. As nightfall approaches,
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Figure 2.16 Saturation vapor pressure (VP) as a function of air
temperature (saturation VP increases with air temperature). For a
given air temperature, the relative humidity is the ratio of current VP
to saturation VP: (current VP/saturation VP) x 100. For a given VP, the
temperature at which saturation VP occurs is called the dew point.

(Go to euanTIEvIt! at www.ecologyplace.com to review functions.)

INTERPRETING ECOLOGICAL DATA

Q1. Assume that the actual (current) water vapor pressure
remains the same over the course of the day, and that the current
air temperature of 25°C in the above graph represents the air
temperature at noon (12:00 p.m.). How would you expect the
relative humidity to change from noon to 5:00 p.m.? Why?

Q2. What is the approximate relative humidity at 35°C? (Assume
that actual water vapor pressure remains the same as in the above
Figure: 2 kPa.)

temperatures drop and relative humidity rises. If cool night air
temperatures reach the dew point, water condenses and dew
forms, lowering the amount of water in the air. As the sun rises,
air temperature warms and the water vapor capacity (satura-
tion vapor pressure) increases. As a result, the dew evaporates,
increasing vapor pressure in the air.

2.7 Precipitation Has a Distinctive
Global Pattern

By bringing together patterns of temperature, winds, and ocean
currents, we are ready to understand the global pattern of pre-
cipitation. Precipitation is not evenly distributed across Earth
(Figure 2.17). At first the global map of annual precipitation in
Figure 2.17 may seem to have no discernible pattern or regular-
ity. But if we examine the simpler pattern of variation in average
rainfall with latitude (Figure 2.18), a general pattern emerges.
Precipitation is highest in the region of the equator, declining as
one moves north and south. The decline, however, is not continu-
ous. Two troughs occur in the midlatitudes interrupting the gen-
eral patterns of decline in precipitation from the equator toward
the poles. The sequence of peaks and troughs seen in Figure 2.18
corresponds to the pattern of rising and falling air masses associ-
ated with the belts of prevailing winds presented in Figure 2.14.
As the warm trade winds move across the tropical oceans,
they gather moisture. Near the equator, the northeasterly trade
winds meet the southeasterly trade winds. This narrow region
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Figure 2.17 Annual world precipitation. Relate the wettest and driest areas to mountain

ranges, ocean currents, and winds.

where the trade winds meet is the intertropical convergence
zone (ITCZ), characterized by high amounts of precipitation.
Where the two air masses meet, air piles up, and the warm
humid air rises and cools. When the dew point is reached,
clouds form, and precipitation falls as rain. This pattern
accounts for high precipitation in the tropical regions of eastern
Asia, Africa, and South and Central America (see Figure 2.17).

Having lost much of its moisture, the ascending air mass
continues to cool as it splits and moves northward and south-
ward. In the region of the subtropical high (approximately 30°
north and south), where the cool air descends, two belts of dry
climate encircle the globe (the two troughs at the midlatitudes
seen in Figure 2.18). The descending air warms. Because the
saturation vapor pressure rises, it draws water from the surface
through evaporation, causing arid conditions. In these belts,
the world’s major deserts have formed (see Chapter 24).

As the air masses continue to move north and south, they
once again draw moisture from the surface, but to a lesser degree
because of the cooler surface conditions. Moving poleward, they
encounter cold air masses originating at the poles (approximately
60° north and south). Where the surface air masses converge and
rise, the ascending air mass cools and precipitation occurs (seen
as the two peaks in precipitation between 50° and 60° north and
south in Figure 2.18). From this point on to the poles, the cold
temperature and associated low-saturation vapor pressure func-
tion to restrict precipitation.

Rising air mass cools,
resulting in precipitation
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Figure 2.18 Variation in mean annual precipitation with
latitude. The peaks in rainfall correspond to rising air masses, such
as that of the intertropical convergence zone, whereas the troughs are
associated with descending dry air masses.
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Figure 2.19 Shifts of the intertropical

summer autumn and spring winter convergence zone, producing rainy seasons
/‘ and dry seasons. As the distance from the
\ equator increases, the dry season is longer
\J — and the rainfall is 1es.s. These osc1llz.1t10ns
] result from changes in the Sun’s altitude
. Tropic of Cancer _ AR : .
| = C B | — between the equinoxes and the solstices, as
\ . diagrammed in Figure 2.6. Patterns of air
jfltator | — ' circulation are shown in Figure 2.14.
_____ - - _Tr::p—ic;f_ “/ / S -
Capricorn ~o

One other pattern is worth noting in Figure 2.18. In gen-
eral, rainfall is greater in the Southern Hemisphere than in the
Northern Hemisphere (note the southern shift in the rainfall peak
associated with the ITCZ). This is because the oceans cover a
greater proportion of the Southern Hemisphere, and water evap-
orates more readily from the water’s surface than from the soil
and vegetation. This is also why the interior of continents gener-
ally experience less precipitation than the coastal regions do. As
air masses move inland from the coast, water vapor lost from the
atmosphere through precipitation is not recharged (from surface
evaporation) as readily over land as it is over the open waters of
the ocean (note the gradients of precipitation from the coast to
the interiors of North America and Europe/Asia in Figure 2.17).

Missing from our discussion thus far is the temporal
variation of precipitation over Earth. The temporal variation
is directly linked to the seasonal changes in the surface energy
balance of Earth and its effect on the movement of global

pressure systems and air masses. This is illustrated in seasonal
movement north and south of the ITCZ, which follows the ap-
parent migration of the direct rays of the Sun (see Figure 2.19).

The ITCZ is not stationary but tends to migrate toward
regions of the globe with the warmest surface temperature.
Although tropical regions around the equator are always ex-
posed to warm temperatures, the Sun is directly over the
geographical equator only twice a year, at the spring and fall
equinoxes. At the northern summer solstice, the Sun is directly
over the Tropic of Cancer; at the winter solstice (which is sum-
mer in the Southern Hemisphere), the Sun is directly over the
Tropic of Capricorn. As a result, the ITCZ moves poleward and
invades the subtropical highs in northern summer; in the winter
it moves southward, leaving clear, dry weather behind. As the
ITCZ migrates southward, it brings rain to the southern sum-
mer. Thus, as the ITCZ shifts north and south, it brings on the
wet and dry seasons in the tropics (Figure 2.20).
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Figure 2.20 Seasonal variations in precipitation at three sites within the intertropical convergence
zone. Although site (a) shows a seasonal variation, precipitation exceeds 50 mm each month. Sites

(b) and (c) are in the ITCZ regions that experience a distinct wet (summer) and dry (winter) season.
The rainy season is six months out of phase for these two sites, reflecting the difference in the timing

because the summer months occur at different times in the two hemispheres.
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2.8 Topography Influences Regional
and Local Patterns of Precipitation

Mountainous topography influences local and regional pat-
terns of precipitation. Mountains intercept air flow. As an air
mass reaches a mountain, it ascends, cools, relative humidity
rises (because of lower saturation vapor pressure), and when
the temperature cools to the dew point temperature, precipita-
tion occurs at the upper altitudes of the windward side. As the
now cool, dry air descends the leeward side, it warms again and
relative humidity declines. As a result, the windward side of a
mountain supports denser, more vigorous vegetation and differ-
ent species of plants and associated animals than does the lee-
ward side, where in some areas dry, desert-like conditions exist.
This phenomenon is called a rain shadow (Figure 2.21). Thus,
in North America, the westerly winds that blow over the Sierra
Nevada and the Rocky Mountains, dropping their moisture on
west-facing slopes, support vigorous forest growth. By contrast,
the eastern slopes exhibit semidesert or desert conditions.

Some of the most pronounced effects of this same phe-
nomenon occur in the Hawaiian Islands. There, plant cover
ranges from scrubby vegetation on the leeward side of an island
to moist, forested slopes on the windward side (Figure 2.22).

(@)

Figure 2.21 Formation of a rain
shadow. Air is forced to go over a
mountain. As it rises, the air mass cools
and loses its moisture as precipitation on
the windward side. The descending air,
\ already dry, picks up moisture from the
leeward side.

2.9 Irregular Variations in Climate
Occur at the Regional Scale

The patterns of temporal variation in climate that we have
discussed thus far occur at regular and predictable intervals:
seasonal changes in temperature with the rotation of Earth
around the Sun, and migration of the intertropical conver-
gence zone with the resulting seasonality of rainfall in the
tropics and monsoons in Southeast Asia. Not all features of
the climate system, however, occur so regularly. Earth’s cli-
mate system is characterized by variability at both the regional
and global scales. The Little Ice Age, a period of cooling
that lasted from approximately the mid-14th to the mid-19th
century, brought bitterly cold winters to many parts of the
Northern Hemisphere, affecting agriculture, health, politics,
economics, emigration, and even art and literature. In the mid-
17th century, glaciers in the Swiss Alps advanced, gradually
engulfing farms and crushing entire villages. In 1780, New
York Harbor froze, allowing people to walk from Manhattan
to Staten Island. In fact, the image of a white Christmas
evoked by Charles Dickens and the New England poets of the
18th and 19th centuries is largely a product of the cold and
snowy winters of the Little Ice Age. But the climate has since

Figure 2.22 Rain shadow on the mountains of Maui, Hawaiian Islands. (a) The windward,
east-facing slopes intercept the trade winds and are cloaked with wet forest. (b) Low-growing,

shrubby vegetation is found on the dry side.



warmed to the point where a white Christmas in these regions
is becoming an anomaly.

The Great Plains region of central North America has un-
dergone periods of drought dating back to the mid-Holocene
period some 5000 to 8000 years ago, but the homesteaders
of the early 20th century settled the Great Plains at a time of
relatively wet summers. They assumed these moisture condi-
tions were the norm, and they employed the agricultural meth-
ods they had used in the East. So they broke the prairie sod for
crops; but the cycle of drought returned, and the prairie grass-
lands became a dust bowl.

These examples reflect the variability in Earth’s climate
systems, which operate on timescales ranging from decades to
tens of thousands of years, driven by changes in the input of
energy to Earth’s surface (see Chapter 30). Earth’s orbit is not
permanent. Changes occur in the tilt of the axis and the shape
of the yearly path about the Sun. These variations affect climate
by altering the seasonal inputs of solar radiation. Occurring on
a timescale of tens of thousands of years, these variations are
associated with the glacial advances and retreats throughout
Earth’s history (see Chapter 19).

Variations in the level of solar radiation to Earth’s surface
are also associated with sunspot activity—huge magnetic storms
on the Sun. These storms are associated with strong solar emis-
sions and occur in cycles, with the number and size reaching
a maximum approximately every 11 years. Researchers have
related sunspot activity, among other occurrences, to periods of
drought and winter warming in the Northern Hemisphere.

Interaction between two components of the climate sys-
tem, the ocean and the atmosphere, are connected to some
major climatic variations that occur at a regional scale. As far
back as 1525, historic documents reveal that fishermen off
the coast of Peru recorded periods of unusually warm water.
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The Peruvians referred to these as El Nifio, because they com-
monly appear at Christmastime, the season of the Christ Child
(Spanish: El Niiio). El Nifio is the phenomenon in the waters
of the Galdpagos Islands described previously (introduction of
Part One, pp. 16-17). Now referred to by scientists as the El
Nifio—Southern Oscillation (ENSO), this phenomenon is a
global event arising from large-scale interaction between the
ocean and the atmosphere. The Southern Oscillation, a more
recent discovery, refers to an oscillation in the surface pressure
(atmospheric mass) between the southeastern tropical Pacific
and the Australian-Indonesian regions. When the waters of the
eastern Pacific are abnormally warm (an El Nifio event), sea
level pressure drops in the eastern Pacific and rises in the west.
The reduction in the pressure gradient is accompanied by a
weakening of the low-latitude easterly trades.

Although scientists still do not completely understand
the cause of the ENSO phenomenon, its mechanism has been
well documented. Recall from Section 2.4 that the trade winds
blow westward across the tropical Pacific (see Figure 2.14). As
a consequence, the surface currents within the tropical oceans
flow westward (see Figure 2.15), bringing cold, deeper waters
to the surface off the coast of Peru in a process known as up-
welling (see Section 3.8). This pattern of upwelling, together
with the cold-water current flowing from south to north along
the western coast of South America, results in this region of the
ocean being normally colder than one would expect given its
equatorial location (Figure 2.23a).

As the surface currents move westward the water
warms, giving the water’s destination, the western Pacific,
the warmest ocean surface on Earth. The warmer water of
the western Pacific causes the moist maritime air to rise and
cool, bringing abundant rainfall to the region (Figure 2.23a;
also see Figure 2.17). In contrast, the cooler waters of the
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Figure 2.23 Schematic of the El Nifio-Southern Oscillation (ENSO) that occurs off the western
coast of South America. (a) Under normal conditions, strong trade winds move surface waters westward.
As the surface currents move westward, the water warms. The warmer water of the western Pacific
causes the moist maritime air to rise and cool, bringing abundant rainfall to the region. (b) Under ENSO
conditions, the trade winds slacken, reducing the westward flow of the surface currents. Rainfall follows
the warm water eastward, with associated flooding in Peru and drought in Indonesia and Australia.
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Figure 2.24 Record of El Nifio-La Nifia events during the second half of the 20th century.
Numbers at the left of the diagram represent the ENSO index, which includes a combination of six
factors related to environmental conditions over the tropical Pacific Ocean: air temperature, surface
water temperature, sea-level pressure, cloudiness, and wind speed and direction. Warm episodes are
in red; cold episodes are in blue. An index value greater than + 1 represents an El Nifio. A value less

than —1 represents a La Nifia.

eastern Pacific result in relatively dry conditions along the
Peruvian coast.

During an El Nifio event, the trade winds slacken, reduc-
ing the westward flow of the surface currents (Figure 2.23b).
The result is a reduced upwelling and a warming of the sur-
face waters in the eastern Pacific. Rainfall follows the warm
water eastward, with associated flooding in Peru and drought in
Indonesia and Australia.

This eastward displacement of the atmospheric heat source
(latent heat associated with the evaporation of water) (see
Section 3.2) overlaying the warm surface waters results in large
changes in the global atmospheric circulation, in turn influenc-
ing weather in regions far removed from the tropical Pacific.

At other times, the injection of cold water becomes more
intense than usual, causing the surface of the eastern Pacific to
cool. This variation is referred to as La Nifa (Figure 2.24). It
results in droughts in South America and heavy rainfall, even
floods, in eastern Australia.

2.10 Most Organisms Live
in Microclimates

Most organisms live in local conditions that do not match the
general climate profile of the larger region surrounding them.
For example, today’s weather report may state that the tem-
perature is 28°C and the sky is clear. However, your weather
forecaster is painting only a general picture. Actual conditions
of specific environments will be quite different depending on
whether they are underground versus on the surface, beneath
vegetation or on exposed soil, on mountain slopes or at the sea-
shore. Light, heat, moisture, and air movement all vary greatly
from one part of the landscape to another, influencing the trans-
fer of heat energy and creating a wide range of localized cli-
mates. These microclimates define the conditions organisms
live in (see Ecological Issues: Urban Microclimates).

On a sunny but chilly day in early spring, flies may be at-
tracted to sap oozing from the stump of a maple tree. The flies

are active on the stump despite the near-freezing air temperature
because, during the day, the surface of the stump absorbs solar
radiation, heating a thin layer of air above the surface. On a still
day, the air heated by the tree stump remains close to the sur-
face, and temperatures decrease sharply above and below this
layer. A similar phenomenon occurs when the frozen surface of
the ground absorbs solar radiation and thaws. On a sunny, late
winter day, the ground is muddy even though the air is cold.

By altering soil temperatures, moisture, wind movement,
and evaporation, vegetation moderates microclimates, espe-
cially areas near the ground. For example, areas shaded by
plants have lower temperatures at ground level than do places
exposed to the Sun. On fair summer days in locations 25 mm
(1 inch) aboveground, dense forest cover can reduce the daily
range of temperatures by 7°C to 12°C below the soil tempera-
ture in bare fields. Under the shelter of heavy grass and low
plant cover, the air at ground level is completely calm. This
calm is an outstanding feature of microclimates within dense
vegetation at Earth’s surface. It influences both temperature
and humidity, creating a favorable environment for insects and
other ground-dwelling animals.

Topography, particularly aspect (the direction that a slope
faces), influences the local climatic conditions. In the Northern
Hemisphere, south-facing slopes receive the most solar energy,
whereas north-facing slopes receive the least. At other slope
positions, energy varies between these extremes, depending on
their compass direction.

Different exposure to solar radiation at south- and north-
facing sites has a marked effect on the amount of moisture
and heat present. Microclimate conditions range from warm,
dry, variable conditions on the south-facing slope to cool,
moist, more uniform conditions on the north-facing slope.
Because high temperatures and associated high rates of
evaporation draw moisture from soil and plants, the evapo-
ration rate at south-facing slopes is often 50 percent higher,
the average temperature is higher, and soil moisture is lower.
Conditions are driest on the top of south-facing slopes, where



rban areas create their own microclimates, with significant
differences in temperature, rainfall, and wind flow patterns
as compared to those in nearby rural areas. Urban microclimates
result in high energy use, poor air quality, and adverse effects on
public health.

On warm summer days with little or no wind, the air tem-
perature in urban areas can be several degrees hotter than in the
surrounding countryside. Scientists thus refer to these urban areas
as “urban heat islands.” Urban areas are warmer than surrounding
rural environments because of their energy balance, or the differ-
ence between the amounts of energy gained and lost. In rural envi-
ronments, the solar energy absorbed by the vegetation and ground
is partially dissipated by water evaporation from the vegetation
and soil. In urban areas there is less vegetation, so the buildings,
streets, and sidewalks absorb most of the solar energy. In areas
with narrow streets and tall buildings, the building walls radiate
heat toward one another instead of skyward. Further, because the
man-made surfaces of asphalt, cement, and brick are not porous,
most rainfall is lost as runoff to storm drains before evaporation
can cool the air. Waste heat from cars, buses, and city buildings
also contributes to the input of energy. Although this waste heat
eventually makes its way into the atmosphere, it can contribute
as much as one-third of the thermal energy received from solar
radiation. Adding to the problem are construction materials (as-
phalt, concrete, bricks, and tar), which are better conductors of
heat than is the vegetation that dominates the landscapes of sur-
rounding rural areas. At night, these materials slowly give off heat
that was stored during the day.

The heat island effect can raise temperatures from 6°C to
8°C above those in the surrounding countryside. In Baltimore,
Phoenix, Tucson, and Washington, D.C., for example, scientific
data show that July’s maximum temperatures during the past
30 to 80 years have been steadily increasing at a rate of 0.5 to
1 degree Fahrenheit every decade. The highest temperatures
are in areas of highest population density and activity, whereas
temperatures decline markedly toward the periphery of the city.
Although temperature differences are detectable throughout the
year, the heat island effect is most pronounced during the sum-
mer and early winter—particularly at night, when thermal energy
stored by pavement and buildings reradiates into the air.

The heat island effect also has an impact on air quality within
urban areas. Throughout the year, urban areas are blanketed with
particulate matter and pollutants from the combustion of fossil
fuels and industrial activity. Smog is created by photochemical
reactions of pollutants in the atmosphere. At higher temperatures,

air movement is greatest, and dampest at the bottom of north-
facing slopes.

The same microclimatic conditions occur on a smaller
scale on north- and south-facing slopes of large ant hills,
mounds of soil, dunes, and small ground ridges in otherwise
flat terrain, as well as on the north- and south-facing sides of
buildings, trees, and logs. The south-facing sides of buildings
are always warmer and drier than the north-facing sides—a
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these reactions occur at an increasing rate. In Los Angeles, for
example, for every degree the temperature rises above 20°C, the
incidence of smog increases by 3 percent (Figure 1). Smog con-
tains ozone, a pollutant that can be harmful at elevated levels in
the air we breathe. Ozone also adversely affects vegetation both
within the urban environment and in the surrounding rural areas.
The heat island effect exacerbates these effects on air quality, as
higher ambient temperatures during the summer months increase
air-conditioning energy use. As power plants burn more fossil
fuels, they increase both pollution levels and energy costs.
Particulate matter has other microclimatic effects. Because
of a city’s low evaporation rate and the lack of vegetation, rela-
tive humidity is lower in urban areas than in surrounding rural
areas. However, the particulates act as condensation nuclei for
water vapor in the air, producing fog and haze. Fog is much more
frequent in urban areas than in the country, especially in winter.

1. What simple steps could be taken to decrease the heat island
effect in urban areas?

2. How might the urban heat island effect influence surround-
ing rural environments?
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Figure 1 Relationship between daily maximum temperature
and smog concentration (measured as 0zone concentration in parts
per billion—PPB) for the city of Los Angeles (1985). The dashed
horizontal line at 120 PPB represents the national standard as
defined by the U.S. Environmental Protection Agency.

consideration for landscape planners, horticulturists, and gar-
deners. North sides of tree trunks are cooler and moister than
south sides, as reflected by more vigorous growth of moss on
the north sides. In winter, the temperature of the north-facing
side of a tree may be below freezing while the south side,
heated by the Sun, is warm. This temperature difference may
cause frost cracks in the bark as sap, thawed by day, freezes at
night. Bark beetles and other wood-dwelling insects that seek
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cool, moist areas for laying their eggs prefer north-facing lo-
cations. Flowers on the south side of tree crowns often bloom
sooner than those on the north side.

Microclimatic extremes also occur in depressions in the
ground and on the concave surfaces of valleys, where the air
is protected from the wind. Heated by sunlight during the day
and cooled by terrestrial vegetation at night, this air often be-
comes stagnant. As a result, these sheltered sites experience
lower nighttime temperatures (especially in winter), higher
daytime temperatures (especially in summer), and higher
relative humidity. If the temperature drops low enough, frost

pockets form in these depressions. The microclimates of the
frost pockets often display the same phenomenon, supporting
different kinds of plant life than found on surrounding higher
ground.

Although the global and regional patterns of climate dis-
cussed constrain the large-scale distribution and abundance
of plants and animals, the localized patterns of microclimate
define the actual environmental conditions sensed by the
individual organism. This localized microclimate thus deter-
mines the distribution and activities of organisms in a par-
ticular region.

Summary

Interception of Solar Radiation 2.1

Earth intercepts solar energy in the form of shortwave radia-
tion, which easily passes through the atmosphere, and emits
much of it back as longwave radiation. However, energy of
longer wavelengths cannot readily pass through the atmosphere
and so is returned to Earth, producing the greenhouse effect.

Seasonal Variation 2.2

The amount of solar radiation intercepted by Earth varies mark-
edly with latitude. Tropical regions near the equator receive the
greatest amount of solar radiation, and high latitudes receive the
least. Because Earth tilts on its axis, parts of Earth receive sea-
sonal differences in solar radiation. These differences give rise to
seasonal variations in temperature and rainfall. There is a global
gradient in mean annual temperature; it is warmest in the tropics
and declines toward the poles.

Altitude and Temperature 2.3

Heating and cooling, influenced by energy emitted from Earth’s
surface and by atmospheric pressure, cause air masses to rise and
sink. This movement of air masses involves an adiabatic process
in which heat is neither gained from nor lost to the outside.

Atmospheric Circulation 2.4

Vertical movements of air masses give rise to global patterns of
atmospheric circulation. The spin of Earth on its axis deflects
air and water currents to the right in the Northern Hemisphere
and to the left in the Southern Hemisphere. Three cells of
global air flow occur in each hemisphere.

Ocean Currents 2.5

The global pattern of winds and the Coriolis effect cause major
patterns of ocean currents. Each ocean is dominated by great
circular water motions, or gyres. These gyres move clock-
wise in the Northern Hemisphere and counterclockwise in the
Southern Hemisphere.

Atmospheric Moisture 2.6

Atmospheric moisture is measured in terms of relative humid-
ity. The maximum amount of moisture the air can hold at any
given temperature is called the saturation vapor pressure, which
increases with temperature. Relative humidity is the amount of
water in the air, expressed as a percentage of the maximum
amount the air could hold at a given temperature.

Precipitation 2.7

Wind, temperature, and ocean currents produce global patterns
of precipitation. They account for regions of high precipitation
in the tropics and belts of dry climate at approximately 30° N
and S latitude.

Topography 2.8

Mountainous topography influences local and regional patterns
of precipitation. As an air mass reaches a mountain, it ascends,
cools, becomes saturated with water vapor, and releases much
of its moisture at upper altitudes of the windward side.

Irregular Variation 2.9

Not all temporal variation in regional climate occurs at a reg-
ular interval. Irregular variations in the trade winds give rise
to periods of unusually warm waters off the coast of western
South America. Referred to by scientists as the El Nifio, this
phenomenon is a global event arising from large-scale interac-
tion between the ocean and the atmosphere.

Microclimates 2.10

The actual climatic conditions that organisms live in vary con-
siderably within one climate. These local variations, or micro-
climates, reflect topography, vegetative cover, exposure, and
other factors on every scale. Angles of solar radiation cause
marked differences between north- and south-facing slopes,
whether on mountains, sand dunes, or ant mounds.
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Study Questions

1. Why does the equator receive more solar radiation than
the polar regions? What is the consequence of latitudi-
nal patterns of temperature?

2. What is the greenhouse effect, and how does it influ-
ence the energy balance (and temperature) of Earth?

3. The 23.5° tilt of Earth on its north—south axis gives rise to
the seasons (review Figure 2.5). How would the pattern of
seasons differ if the Earth’s tilt were 90°? How would this
influence the diurnal (night—day) cycle?

4. Why are the coastal waters of the southeastern United
States warmer than the coastal waters off the south-
western coast? (Assume the same latitude.)

5. The air temperature at noon on January 20 was 45°F,
and the air temperature at noon on July 20 at the same
location was 85°F. The relative humidity on both days
was 75 percent. On which of these two days was there
more water vapor in the air?

6. How might the relative humidity of a parcel of air
change as it moves up the side of a mountain? Why?

7. What is the intertropical convergence zone (ITCZ), and
why does it give rise to a distinct pattern of seasonality
in precipitation in the tropical zone?

8. What feature of global atmospheric circulation gives
rise to the desert zones of the midlatitudes?

9. Which aspect, south-facing or north-facing slopes,
would receive the most solar radiation in the mountain
ranges of the Southern Hemisphere?

10. Spruce Knob (latitude 38.625° N) in eastern West
Virginia is named for the spruce trees dominating the
forests at this site. Spruce trees are typically found
in the colder forests of the more northern latitudes
(northeastern United States and Canada). What does
the presence of spruce trees at Spruce Knob tell you
about this site?

Further Readings

Ahrens, C. D. 2009. Meteorology today: An introduction to
weather, climate, and the environment. 9th ed. Belmont,
CA: Brooks/Cole.

An excellent introductory text on climate, clearly written and
well illustrated.

Fagen, B. 2001. The Little Ice Age: How climate made history,
1300-1850. New York: Basic Books.
An enjoyable book that gives an overview of the effects of the
Little Ice Age on human history.

Geiger, R. 1965. Climate near the ground. Cambridge, MA:
Harvard University Press.
A classic book on microclimate that continues to be a major
reference on the subject.

Graedel, T. E., and P. J. Crutzen. 1997. Atmosphere, climate and
change. New York: Scientific American Library.
A short introduction to climate written for the general public.
Provides an excellent background for those interested in topics
relating to air pollution and climate change.

Philander, G. 1989. El Nifio and La Nifia. American Scientist
77:451-459.

Suplee, C. 1999. El Nifio, La Nifia. National Geographic
195:73-95.
These two articles provide a general introduction to the
El Nifio—La Nifia climate cycle.
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ater is the essential substance of life, the domi-

nant component of all living organisms. About 75-95

percent of the weight of all living cells is water, and
there is hardly a physiological process in which water is not
fundamentally important.

Covering some 75 percent of the planet’s surface, water
is also the dominant environment on Earth. A major feature
influencing the adaptations of organisms that inhabit aquatic
environments is water salinity (see Section 3.5). For this rea-
son, aquatic ecosystems are divided into two major categories:
saltwater (or marine) and freshwater. These two major catego-
ries are further divided into a variety of aquatic ecosystems
based on the depth and flow of water, substrate, and the type
of organisms (typically plants) that dominate. We will explore
the diversity of aquatic environments and the organisms that
inhabit them later (Chapter 25). For now, we will examine the
unique physical and chemical characteristics of water and how
those characteristics interact to define the different aquatic
environments and constrain the evolution of organisms that
inhabit them.

3.1 Water Cycles between Earth
and the Atmosphere

All marine and freshwater aquatic environments are linked,
either directly or indirectly, as components of the water cycle
(also referred to as the hydrologic cycle; Figure 3.1)—the pro-
cess by which water travels in a sequence from the air to Earth
and returns to the atmosphere.
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Solar radiation, which heats Earth’s atmosphere and pro-
vides energy for the evaporation of water, is the driving force
behind the water cycle (see Chapter 2). Precipitation sets the
water cycle in motion. Water vapor, circulating in the atmo-
sphere, eventually falls in some form of precipitation. Some of
the water falls directly on the soil and bodies of water. Some is
intercepted by vegetation, dead organic matter on the ground,
and urban structures and streets (interception).

Because of interception, which can be considerable, vari-
ous amounts of water never infiltrate the ground but evaporate
directly back to the atmosphere. Precipitation that reaches the
soil moves into the ground by infiltration. The rate of infiltra-
tion depends on the type of soil, slope, vegetation, and inten-
sity of the precipitation (see Section 4.8). During heavy rains
when the soil is saturated, excess water flows across the surface
of the ground as surface runoff or overland flow. At places, it
concentrates into depressions and gullies, and the flow changes
from sheet to channelized flow—a process that can be observed
on city streets as water moves across the pavement into gutters.
Because of low infiltration, runoff from urban areas might be
as much as 85 percent of the precipitation.

Some water entering the soil seeps down to an impervious
layer of clay or rock to collect as groundwater (see Figure 3.1;
also see Ecological Issues: Groundwater Resources). From there,
water finds its way into springs and streams. Streams coalesce
into rivers as they follow the topography of the landscape. In
basins and floodplains, lakes and wetlands form. Rivers eventu-
ally flow to the coast, forming the transition from freshwater to
marine environments.
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Figure 3.1 The water cycle on a local scale, showing major pathways of water movement.
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he addition of water to agricultural fields, known as the pro-
cess of irrigation, is an ancient and important practice. In dry
environments, irrigation is essential. However, even in regions
where average precipitation is adequate for agricultural produc-
tion, irrigation often provides a steady supply of water to fields,
making plant growth less dependent on the effects of weather.
Although only 15 percent of the world’s cultivated land is irri-
gated, it accounts for 35-40 percent of the global food harvest.
In most cases, groundwater supplies the necessary water for
irrigation. Approximately 30 percent of the groundwater used for
irrigation in the United States comes from a single source: the
High Plains—Ogallala aquifer (Figure 1). An aquifer is a layer of
water-bearing permeable rock, sand, or gravel capable of providing

South Dakota

Kansas

Colorado

New

Mexico Oklahoma

[ High Plains aquifer

Figure 1 The High Plains-Ogallala aquifer underlies an
area of approximately 174,000 square miles that extends through
eight states. This aquifer is the principal source of water in one
of the major agricultural regions of the United States.

Water remaining on the surface of the ground, in the upper
layers of the soil, and collected on the surface of vegetation—as
well as water in the surface layers of streams, lakes, and oceans—
returns to the atmosphere by evaporation. The rate of evapora-
tion is governed by how much water vapor is in the air relative to
the saturation vapor pressure (relative humidity; see Section 2.6).
Plants cause additional water loss from the soil. Through their
roots, they take in water from the soil and lose it through
the leaves and other organs in a process called transpiration.

el Ro I LoV NS T3 Groundwater Resources

significant amounts of water. The buried sand and gravel that hold
the aquifer water originated from rivers that have flowed eastward
from the Rockies over the past several million years. The thickness
of the aquifer, averaging 65 m, varies from more than 1000 m in
Nebraska to less than 20 m in New Mexico. The water it contains
dates to the last ice age, more than 10,000 years ago.

The high permeability of the High Plains—Ogallala aquifer
enables a large volume of water to be pumped from the ground,
but it also means the cumulative effect of pumping at any lo-
cation is to draw down the water level over an extensive area
of the aquifer. Water is now being pumped from more than
200,000 wells in the region as much as 50 times faster than
water in the aquifer is being recharged. For decades, it was as-
sumed that the aquifer’s water supply was endless. Intensive
pumping since the 1940s, however, has steadily lowered the
water level in many areas. Withdrawals in 1990 for irrigation
alone exceeded 14 billion gallons per day. During the period of
drought in the western states that extended from mid-1992 to
late 1996, the decline in the water level (depth) of the aquifer
averaged 40 cm per year.

One consequence of decreased water levels in the aquifer
is a large increase in the costs of pumping, which is becoming
prohibitively expensive in some places. Pumping has also de-
creased the volume of water discharged from the aquifer into
streams and springs. For example, pumping from the aquifer
in Colorado decreased flow in the Arkansas River, which flows
through Kansas.

Besides the impacts on agriculture, the decline of the
High Plains—Ogallala aquifer affects the supply of drinking
water in the region. Although 95 percent of the water pumped
from the aquifer is used for irrigation, upward of 80 percent
of the people in the region depend on the aquifer for drink-
ing water. Water in some areas of the aquifer does not meet
the U.S. Environmental Protection Agency’s (EPA) standards
for human consumption, and declining water levels reduce the
quality of remaining waters as the concentrations of salts and
other solutes increase.

1. In many areas of the High Plains—Ogallala aquifer, there is
no possibility of developing additional water sources and
supplies. In these areas, what steps could possibly be taken
to help conserve existing water supplies?

2. Because the use of water in one state can influence the
long-term availability of water throughout the region (other
states), how would you propose that these water resources
be managed?

Transpiration is the evaporation of water from internal surfaces
of leaves, stems, and other living parts (see Chapter 6). The total
amount of evaporating water from the surfaces of the ground
and vegetation (surface evaporation plus transpiration) is called
evapotranspiration.

Figure 3.2 is a diagram of the global water cycle showing
the various reservoirs (bodies of water) and fluxes (exchanges
between reservoirs). The total volume of water on Earth is
approximately 1.4 billion cubic kilometers (km?) of which
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more than 97 percent resides in the oceans. Another 2 percent
of the total is found in the polar ice caps and glaciers, and
the third largest active reservoir is groundwater (0.3 percent).
Over the oceans, evaporation exceeds precipitation by some
40,000 km®. A significant proportion of the water evaporated
from the oceans is transported by winds over the land surface
in the form of water vapor, where it is deposited as precipi-
tation. Of the 111,000 km> of water that falls as precipita-
tion on the land surface, only some 71,000 km? is returned to
the atmosphere as evapotranspiration. The remaining 40,000
km? is carried as runoff by rivers and eventually returns to the
oceans. This amount balances the net loss of water from the
oceans to the atmosphere through evaporation that is eventu-
ally deposited on the continents (land surface) as precipita-
tion (Figure 3.2).

The relatively small size of the atmospheric reservoir
(only 13 km?) does not reflect its importance in the global
water cycle. In Figure 3.2, note the large fluxes between
the atmosphere and the oceans and land surface relative to
the amount of water residing in the atmosphere at any given
time (reservoir size). The importance of the atmosphere in the
global water cycle is better reflected by the turnover time of
this reservoir. The turnover time is calculated by dividing the
size of the reservoir by the rate of output (flux out). For exam-
ple, the turnover time for the ocean is the size of the reservoir
(1.37 X 10° km?) divided by the rate of evaporation (425 km?
per year) or more than 3000 years. In contrast, the turnover
time of the atmospheric reservoir is approximately 0.024 year.
That is to say, the entire water content of the atmosphere is
replaced on average every nine days.
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Figure 3.2 Global water cycle. Values
for reservoirs (shown in blue) are in 10%km’.
Values for fluxes (shown in red) are in km®
per year.
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3.2 Water Has Important Physical
Properties

The physical arrangement of its component molecules makes
water a unique substance. A molecule of water consists of
two atoms of hydrogen (H) joined to one atom of oxygen (O),
represented by the chemical symbol H,O. The H atoms are
bonded to the O atoms asymmetrically, such that the two H
atoms are at one end of the molecule and the O atom is at the
other (Figure 3.3a). The bonding between the two hydrogen
atoms and the oxygen atom is via shared electrons (called a
covalent bond), so that each H atom shares a single electron
with the oxygen. The shared hydrogen atoms are closer to the
oxygen atom than they are to each other. As a result, the side
of the water molecule where the H atoms are located has a
positive charge, and the opposite side where the oxygen atom
is located has a negative charge, thus polarizing the water mol-
ecule (termed a polar covalent bond; Figure 3.3b).

Because of its polarity, each water molecule becomes
weakly bonded with its neighboring molecules (Figure 3.3c).
The positive (hydrogen) end of one molecule attracts the nega-
tive (oxygen) end of the other. The angle between the hydrogen
atoms encourages an open, tetrahedral-like arrangement of water
molecules. This situation, when hydrogen atoms act as connect-
ing links between water molecules, is hydrogen bonding. The
simultaneous bonding of a hydrogen atom to the oxygen atoms
of two different water molecules gives rise to a lattice arrange-
ment of molecules (Figure 3.3d). These bonds, however, are
weak in comparison to the bond between the hydrogen and oxy-
gen atoms. As a result, they are easily broken and reformed.
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Figure 3.3 The structure of water. (a) An isolated water molecule, showing the angular
arrangement of the hydrogen atoms. (b) Polarity of water. (¢) Hydrogen bonds to one neighboring
molecule of water. (d) The structure of liquid water. (e) The open lattice structure of ice.

Water has some unique properties related to its hydrogen
bonds. One property is high specific heat—the number of
calories necessary to raise 1 gram of water 1 degree Celsius.
The specific heat of water is defined as a value of 1, and other
substances are given a value relative to water. Water can store
tremendous quantities of heat energy with a small rise in tem-
perature. As a result, great quantities of heat must be absorbed
before the temperature of natural waters, such as ponds, lakes,
and seas, rises just 1°C. These waters warm up slowly in spring
and cool off just as slowly in the fall. This process prevents
the wide seasonal fluctuations in the temperature of aquatic
habitats so characteristic of air temperatures and moderates
the temperatures of local and worldwide environments (see
Chapter 2). The high specific heat of water also is important
in the thermal regulation of organisms. Because 75-95 percent
of the weight of all living cells is water, temperature variation
is also moderated relative to changes in ambient temperature.

Due to the high specific heat of water, large quantities of
heat energy are required to change its state between solid (ice),
liquid, and gaseous (water vapor) phases. Collectively, the en-
ergy released or absorbed in transforming water from one state
to another is called latent heat (see Section 2.6). Removing only
1 calorie (4.184 joules) of heat energy will lower the temperature
of a gram of water from 2°C to 1°C, but approximately 80 times
as much heat energy (80 calories per gram) must be removed to
convert that same quantity of water at 1°C to ice (freezing point
of 0°C). Likewise, it takes 536 calories to overcome the attraction
between molecules and convert 1 g of water at 100°C into vapor,
the same amount of heat needed to raise 536 g of water 1°C.

The lattice arrangement of molecules gives water a peculiar
density—temperature relationship. Most liquids become denser
as they are cooled. If cooled to their freezing temperature, they
become solid, and the solid phase is denser than the liquid. This
description is not true for water. Pure water becomes denser
as it is cooled until it reaches 4°C (Figure 3.4). Cooling below
this temperature results in a decrease in density. When 0°C is
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Figure 3.4 Density of pure water (and ice) as a function of
temperature. The maximum density of water is at 4°C, and it declines
dramatically as water changes from a liquid to a solid (ice).

reached, freezing occurs and the lattice structure is complete—
each oxygen atom is connected to four other oxygen atoms by
means of hydrogen atoms. The result is a lattice with large, open
spaces and therefore decreased density (see Figure 3.3e). Water
molecules when frozen occupy more space than they would in
liquid form. Because of its reduced density, ice is lighter than
water and floats on it. This property is crucial to life in aquatic
environments. The ice on the surface of water bodies insulates
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Figure 3.5 The property of surface tension allows the water
strider (Gerris remigis) to glide across the water surface.

the waters below, helping to keep larger bodies of water from
freezing solid during the winter months.

Due to hydrogen bonding, water molecules tend to stick
firmly to each other, resisting external forces that would break
these bonds. This property is called cohesion. In a body of
water, these forces of attraction are the same on all sides. At
the water’s surface, however, conditions are different. Below
the surface, molecules of water are strongly attracted to one an-
other. Above the surface is the much weaker attraction between
water molecules and air. Therefore, molecules on the surface
are drawn downward, resulting in a surface that is taut like an
inflated balloon. This condition, called surface tension, is im-
portant in the lives of aquatic organisms.

For example, the surface of water is able to support small ob-
jects and animals, such as the water striders (Gerridae spp.) and
water spiders (Dolomedes spp.) that run across a pond’s surface
(Figure 3.5). To other small organisms, surface tension is a bar-
rier, whether they wish to penetrate the water below or escape into
the air above. For some, the surface tension is too great to break;
for others, it is a trap to avoid while skimming the surface to feed
or to lay eggs. If caught in the surface tension, a small insect may
flounder on the surface. The nymphs of mayflies (Ephemeroptera
spp.) and caddis flies (Trichoptera spp.) that live in the water and
transform into winged adults are hampered by surface tension
when trying to emerge from the water. While slowed down at the
surface, these insects become easy prey for fish.

Cohesion is also responsible for the viscosity of water.
Viscosity is the property of a material that measures the force
necessary to separate the molecules and allow an object to pass
through the liquid. Viscosity is the source of frictional resis-
tance to objects moving through water. This frictional resistance
of water is 100 times greater than that of air. The streamlined
body shape of many aquatic organisms, for example most fish
and marine mammals, helps to reduce frictional resistance.
Replacement of water in the space left behind by the moving
animal increases drag on the body. An animal streamlined in re-
verse, with a short, rounded front and a rapidly tapering body,
meets the least water resistance. The perfect example of such
streamlining is the sperm whale (Physeter catodon; Figure 3.6).

Figure 3.6 The body of the sperm whale (Physeter catodon)
is streamlined in reverse, with a short, rounded front and a rapidly
tapering body. This shape meets the least water resistance.

Water’s high viscosity relative to air is due largely to its
greater density. The density of water is about 860 times greater
than that of air (pure water has a density of 1000 kg/m3.
Although the resulting viscosity of water limits the mobility of
aquatic organisms, it also benefits them. If a body submerged
in water weighs less than the water it displaces, it is subjected
to an upward force called buoyancy. Because most aquatic
organisms (plants and animals) are close to neutral buoyancy
(their density is similar to that of water), they do not require
structural material such as skeletons or cellulose to hold them-
selves erect against the force of gravity. Similarly, when mov-
ing on land, terrestrial animals must raise their mass against
the force of gravity for each step they take. Such movement
requires significantly more energy than swimming movements
do for aquatic organisms.

But water’s greater density can profoundly affect the me-
tabolism of marine organisms inhabiting the deeper waters
of the ocean. Because of its greater density, water also expe-
riences greater changes in pressure with depth than does air.
At sea level, the weight of the vertical column of air from the
top of the atmosphere to the sea surface is 1 kg/cm2 or 1 at-
mosphere (atm). In contrast, pressure increases 1 atm for each
10 m in depth. Because the deep ocean varies in depth from a
few hundred meters down to the deep trenches at more than
10,000 m, the range of pressure at the ocean bottom is from
20 atm to more than 1000 atm. Recent research has shown that
both proteins and biological membranes are strongly affected
by pressure and must be modified to work in animals living in
the deep ocean.

3.3 Light Varies with Depth
in Aquatic Environments

When light strikes the surface of water, a certain amount is
reflected back to the atmosphere. The amount of light reflected
from the surface depends on the angle at which the light strikes
the surface. The lower the angle, the larger the amount of
light reflected. As a result, the amount of light reflected from
the water surface will vary both diurnally and seasonally as a
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Figure 3.7 (a) Attenuation of incident light with water depth (pure water), expressed as a
percentage of light at the water surface. Estimates assume a light extinction coefficient of k,, = 0.035
(see Quantifying Ecology 4.1, pp. 56-57). (b) The passage of light through water (transmittance)
reduces the quantity of light and modifies its spectral distribution (see Figure 2.4). Red wavelengths

are attenuated more rapidly than green and blue wavelengths.

person moves from the equator to the poles (see Section 2.2 for
a complete discussion).

The amount of light entering the water surface is reduced
further by two additional processes. First, suspended particles,
both alive and dead, intercept the light and either absorb or
scatter it. The scattering of light increases its path of travel
through the water and results in further attenuation. Second,
water itself absorbs light (Figure 3.7). Even in perfectly
clean, clear water, only about 40 percent of shortwave radia-
tion reaches a depth of 1 m. Moreover, water absorbs some
wavelengths more than others. First to be absorbed are vis-
ible red light and infrared radiation in wavelengths greater
than 750 nm. This absorption reduces solar energy by one-
half. Next, in clear water yellow disappears, followed by green
and violet, leaving only blue wavelengths to penetrate deeper
water. A fraction of blue light is lost with increasing depth.
In the clearest seawater, only about 10 percent of blue light
reaches to more than 100 m in depth.

These changes in the quantity and quality of light have
important implications to life in aquatic environments, both di-
rectly by influencing the quantity and distribution of productivity
and indirectly by influencing the vertical profile of temperature
with water depth (see Section 21.4 and Chapter 25). The lack
of light in deeper waters of the oceans has resulted in various
adaptations. Organisms of the deeper ocean (200—1000 m deep)
are typically silvery gray or deep black, and organisms living in
even deeper waters (below 1000 m) often lack pigment. Another
adaptation is large eyes, which give these organisms maximum
light-gathering ability. Many organisms have adapted organs that
produce light through chemical reactions referred to as biolumi-
nescence (see Section 25.10).

3.4 Temperature Varies with
Water Depth

Surface temperatures reflect the balance of incoming and
outgoing radiation (see Section 2.1). As solar radiation is ab-
sorbed in the vertical water column, the temperature profile
with depth might be expected to resemble the vertical pro-
file of light shown in Figure 3.7—that is, decreasing expo-
nentially with depth. However, the physical characteristic of
water density plays an important role in modifying this pat-
tern (Section 3.2, Figure 3.4).

As sunlight is absorbed in the surface waters, it heats up
(Figure 3.8). Winds and surface waves mix the surface waters,
distributing the heat vertically. As a result, the decline in water
temperature with depth will lag the decline in solar radiation.
Below this mixed layer, however, temperatures drop rapidly.
This region of the vertical depth profile where the temperature
declines most rapidly is called the thermocline. The depth of
the thermocline will depend on the input of solar radiation to
the surface waters and on the degree of vertical mixing (wind
speed and wave action). Below the thermocline, water tempera-
tures continue to fall with depth but at a much slower rate. The
result is a distinct pattern of temperature zonation with depth.

The difference in temperature between the warm, well-
mixed surface layer and the cooler waters below the thermo-
cline causes a distinctive difference in water density in these
two vertical zones. The thermocline is located between an upper
layer of warm, lighter (less dense) water called the epilimnion
and a deeper layer of cold, denser water called the hypolim-
nion (Figure 3.8; also see Section 22.8 and Figure 22.18). The
density change at the thermocline acts as a physical barrier that
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Figure 3.9 Seasonal changes in the vertical temperature profile
(with water depth) for an open body of water such as a lake or pond.
As air temperatures decline during the fall months, the surface water
cools and sinks so that the temperature is uniform with depth. With
the onset of winter, surface water further cools and ice may form

on the surface. When spring arrives, the process reverses and the
thermocline once again forms.

prevents mixing of the upper (epilimnion) and lower (hypolim-
nion) layers.

Just as seasonal variation in the input of solar radiation
to Earth’s surface results in seasonal changes in surface tem-
peratures (see Section 2.2), seasonal changes in the input
of solar radiation to the water surface give rise to seasonal
changes in the vertical profile of temperature in aquatic en-
vironments (Figure 3.9). Due to the relatively constant input

(Remember, water becomes lighter above and below 4°C; see
Figure 3.4.) If the winter is cold enough, surface water freezes;
otherwise, it remains close to 0°C. Now the warmest place in
the pond or lake is on the bottom. In spring, the breakup of
ice and heating of surface water with increasing inputs of solar
radiation to the surface again causes the water to stratify.

Because not all bodies of water experience such seasonal
changes in stratification, do not consider this phenomenon as
characteristic of all deep bodies of water. In some very deep
lakes and the oceans, the thermocline simply descends during
periods of turnover and does not disappear at all. In such bod-
ies of water, the bottom water never becomes mixed with the
top layer. In shallow lakes and ponds, temporary stratification
of short duration may occur; in other bodies of water, stratifica-
tion may exist, but the depth is not sufficient to develop a dis-
tinct thermocline. However, some form of thermal stratification
occurs in all open bodies of water.
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Figure 3.10 Profile of Bear Brook (Adirondack Mountains, New York) and a graph of its
water temperatures. Water temperatures rise as the stream moves through the open beaver meadows,

once again declining as it flows into the shaded cover of the wooded forest.

The temperature of a flowing body of water (stream or
river), on the other hand, is variable (Figure 3.10). Small, shal-
low streams tend to follow, but lag behind, air temperatures.
They warm and cool with the seasons but rarely fall below
freezing in winter. Streams with large areas exposed to sun-
light are warmer than those shaded by trees, shrubs, and high
banks. That fact is ecologically important because temperature
affects the stream community, influencing the presence or ab-
sence of cool-water and warm-water organisms. For example,
the dominant predatory fish shift from species such as trout and
smallmouth bass, which require cooler water and more oxygen,
to species such as suckers and catfish, which require warmer
water and less oxygen (see Figure 25.13).

3.5 Water Functions as a Solvent

As you stir a spoonful of sugar into a glass of water, it dis-
solves, forming a homogeneous, or uniform, mixture. A liquid
that is a homogeneous mixture of two or more substances is
called a solution. The dissolving agent of a solution is the sol-
vent, and the substance that is dissolved is referred to as the
solute. A solution in which water is the solvent is called an
aqueous solution.

Water is an excellent solvent that can dissolve more sub-
stances than can any other liquid. This extraordinary ability
makes water a biologically crucial substance. Water provides
a fluid that dissolves and transports molecules of nutrients and
waste products, helps to regulate temperature, and preserves
chemical equilibrium within living cells.

The solvent ability of water is due largely to the bonding
discussed in Section 3.2. Because the H atom is bonded to the

O atoms asymmetrically (see Figure 3.3), one side of every
water molecule has a permanent positive charge and the other
side has a permanent negative charge; such a situation is called
a permanent dipole (dipole refers to oppositely charged poles).
Because opposite charges attract, water molecules are strongly
attracted to each other; and they also attract other molecules
carrying a charge.

Compounds that consist of electrically charged atoms or
groups of atoms are called ions. Sodium chloride (table salt),
for example, is composed of positively charged sodium ions
(Na™) and negatively charged chloride ions (C1™) arranged in
a crystal lattice. When placed in water, the attractions between
negative (oxygen atom) and positive (hydrogen atoms) charges
on the water molecule (see Figure 3.3) and those of the sodium
and chloride atoms are greater than the forces (ionic bonds)
holding the salt crystals together. Consequently, the salt crys-
tals readily dissociate into their component ions when placed
into contact with water; that is, they dissolve.

The solvent properties of water are responsible for most
of the minerals (elements and inorganic compounds) found in
aquatic environments. When water condenses to form clouds, it
is nearly pure except for some dissolved atmospheric gases. In
falling to the surface as precipitation, water acquires additional
substances from particulates and dust particles suspended in
the atmosphere. Water that falls on land flows over the surface
and percolates into the soil, obtaining more solutes. Surface
waters, such as streams and rivers, pick up more solvents from
the substances through and over which they flow. The waters of
most rivers and lakes contain 0.01-0.02 percent dissolved min-
erals. The relative concentrations of minerals in these waters
reflect the substrates over which the waters flow. For example,



waters that flow through areas where the underlying rocks
consist largely of limestone, composed primarily of calcium
carbonate (CaCOj), will have high concentrations of calcium
(Ca2+) and bicarbonate (HCO;3 ).

In contrast to freshwaters, the oceans have a much higher
concentration of solutes. In effect, the oceans function as a large
still. The flow of freshwaters into the oceans continuously adds to
the solute content of the waters, as pure water evaporates from the
surface to the atmosphere. The concentration of solutes, however,
cannot continue to increase indefinitely. When the concentration
of specific elements reaches the limit set by the maximum solu-
bility of the compounds they form (grams per liter), the excess
amounts will precipitate and be deposited as sediments. Calcium,
for example, readily forms calcium carbonate (CaCOs3) in the
waters of the oceans. The maximum solubility of calcium car-
bonate, however, is only 0.014 gram per liter of water, a concen-
tration that was reached early in the history of the oceans. As a
result, calcium ions continuously precipitate out of solution and
are deposited as limestone sediments on the ocean bottom.

In contrast, the solubility of sodium chloride is very high
(360 grams per liter). In fact, these two elements, sodium and
chlorine, make up some 86 percent of sea salt. Sodium and
chlorine—along with other major elements such as sulfur,
magnesium, potassium, and calcium, whose relative propor-
tions vary little—compose 99 percent of sea salts (Table 3.1).
Determination of the most abundant element, chlorine, is used
as an index of salinity. Salinity is expressed in practical salin-
ity units (psu), represented as %o and measured as grams of
chlorine per kilogram of water. The salinity of the open sea is
fairly constant, averaging about 35%c. In contrast, the salinity
of freshwater ranges from 0.065 to 0.30%.. However, over geo-
logic timescales (hundreds of millions of years), the salinity of
the oceans has increased and continues to do so.

Table 3.1 Composition of Seawater of 35 Practical
Salinity Units (psu)

Milli- Milli-

Elements a/kg moles/kg equivalents/kg
Cations
Sodium 10.752 467.56 467.56
Potassium 0.395 10.10 10.10
Magnesium 1.295 53.25 106.50
Calcium 0416 10.38 20.76
Strontium 0.008 0.09 0.18

605.10
Anions
Chlorine 19.345 545.59 545.59
Bromine 0.066 0.83 0.83
Fluorine 0.0013 0.07 0.07
Sulfate 2.701 28.12 56.23
Bicarbonate 0.145 2.38 —
Boric acid 0.027 0.44 —

602.72
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3.6 Oxygen Diffuses from the
Atmosphere to the Surface Waters

Water’s role as a solvent is not limited to dissolving solids.
The surface of a body of water defines a boundary with the at-
mosphere. Across this boundary, gases are exchanged through
the process of diffusion. Diffusion is the general tendency
of molecules to move from a region of high concentration to
one of lower concentration. The process of diffusion results in
a net transfer of two metabolically important gases, oxygen
and carbon dioxide, from the atmosphere (higher concentra-
tion) into the surface waters (lower concentration) of aquatic
environments.

Oxygen diffuses from the atmosphere into the surface
water. The rate of diffusion is controlled by the solubility of
oxygen in water and the steepness of the diffusion gradient
(the difference in concentration between the air and the surface
waters where diffusion is occurring). The solubility of gases
in water is a function of temperature, pressure, and salinity.
The saturation value of oxygen is greater for cold water than
warm water because the solubility (ability to stay in solution)
of a gas in water decreases as the temperature rises. However,
solubility increases as atmospheric pressure increases and
decreases as salinity increases, which is not significant in
freshwater.

Once oxygen enters the surface water, the process of dif-
fusion continues, and oxygen diffuses from the surface to the
waters below (lower concentration). Water, with its greater
density and viscosity relative to air, limits how quickly gases
diffuse through water. Gases diffuse some 10,000 times
slower in water than in air. In addition to the process of diffu-
sion, oxygen absorbed by surface water is mixed with deeper
water by turbulence and internal currents. In shallow, rap-
idly flowing water and in wind-driven sprays, oxygen may
reach and maintain saturation and even supersaturated levels
due to the increase of absorptive surfaces at the air—water
interface. Oxygen is lost from the water as temperatures rise,
decreasing solubility, and through the uptake of oxygen by
aquatic life.

During the summer, oxygen, like temperature (see
Section 3.4), may become stratified in lakes and ponds. The
amount of oxygen usually is greatest near the surface, where
an interchange between water and atmosphere, further stimu-
lated by the stirring action of the wind, takes place (Figure
3.11). Besides entering the water by diffusion from the atmo-
sphere, oxygen is also a product of photosynthesis, which is
largely restricted to the surface waters due to the limitations
of available light (see Figure 3.7 and Chapter 6). The quan-
tity of oxygen decreases with depth because of the oxygen
demand by decomposer organisms living in the bottom sedi-
ments (Chapter 22). During spring and fall turnover, when
water recirculates through the lake, oxygen becomes replen-
ished in deep water. In winter, the reduction of oxygen in
unfrozen water is slight because the demand for oxygen by
organisms is reduced by the cold, and oxygen is more solu-
ble at low temperatures. Under ice, however, oxygen deple-
tion may be serious due to the lack of diffusion from the
atmosphere to the surface waters.
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Figure 3.12 Vertical profile of oxygen with depth in the
Atlantic Ocean. The oxygen content of the waters declines to a
depth known as the oxygen minimum zone. Oxygen increase below
this may be due to the influx of cold, oxygen-rich waters that sank
in the polar waters.

As with ponds and lakes, oxygen is not distributed uni-
formly within the depths of the oceans (Figure 3.12). A typi-
cal oceanic oxygen profile shows a maximum amount in the
upper 10-20 m, where photosynthetic activity and diffusion
from the atmosphere often lead to saturation. With increas-
ing depth, oxygen content declines. In the open waters of the
ocean, concentrations reach a minimum value of 500-1000 m,
a region referred to as the oxygen minimum zone. Unlike lakes
and ponds, where the seasonal breakdown of the thermocline
and resulting mixing of surface and deep waters result in a dy-
namic gradient of temperature and oxygen content, the limited
depth of surface mixing in the deep oceans maintains the verti-
cal gradient of oxygen availability year-round.

The availability of oxygen in aquatic environments char-
acterized by flowing water is different. The constant churning
of stream water over riffles and falls gives greater contact with

the atmosphere; the oxygen content of the water is high, often
near saturation for the prevailing temperature. Only in deep
holes or in polluted waters does dissolved oxygen show any
significant decline.

Even under ideal conditions, gases are not very soluble
in water. Rarely is oxygen limited in terrestrial environ-
ments. In aquatic environments, the supply of oxygen, even
at saturation levels, is meager and problematic. Compared
with its concentration of 0.21 liter per liter in the atmosphere
(21 percent by volume), oxygen in water reaches a maximum
solubility of 0.01 liters per liter (1 percent) in freshwater at
a temperature of 0°C. As a result, the concentration of ox-
ygen in aquatic environments often limits respiration and
metabolic activity.

3.7 Acidity Has a Widespread
Influence on Aquatic Environments

The solubility of carbon dioxide is somewhat different from
that of oxygen in its chemical reaction with water. Water has a
considerable capacity to absorb carbon dioxide, which is abun-
dant in both freshwater and saltwater. Upon diffusing into the
surface, carbon dioxide reacts with water to produce carbonic
acid (H,CO3):

C02 + H20 < H2CO3

Carbonic acid further dissociates into a hydrogen ion and a
bicarbonate ion:

H2CO3 > HCO3_ + H+

Bicarbonate may further dissociate into another hydrogen ion
and a carbonate ion:

HCO; <— H" + CO:#~

The carbon dioxide—carbonic acid—bicarbonate system is a
complex chemical system that tends to stay in equilibrium.



(Note that the arrows in the preceding equations go in both
directions.) Therefore, if CO, is removed from the water, the
equilibrium is disturbed and the equations will shift to the left,
with carbonic acid and bicarbonate producing more CO, until a
new equilibrium is produced.

The chemical reactions just described result in the produc-
tion and absorption of free hydrogen ions (H™). The abundance of
hydrogen ions in solution is a measure of acidity. The greater the
number of H' ions, the more acidic the solution will be. Alkaline
solutions are those that have a large number of OH ™ (hydroxyl
ions) and few H" ions. The measurement of acidity and alkalin-
ity is pH, calculated as the negative logarithm (base 10) of the
concentration of hydrogen ions in solution. In pure water, a small
fraction of molecules dissociates into ions: H,O — H" + OH™,
and the ratio of H' ions to OH ™ ions is 1:1. Because both occur
in a concentration of 10~/ moles per liter, a neutral solution has a
pH of 7 [—10g(10_7) = 7]. A solution departs from neutral when
one ion increases and the other decreases. Customarily, we use
the negative logarithm of the hydrogen ion to describe a solution
as an acid or a base. Thus, a gain of hydrogen ions to 1076 moles
per liter means a decrease of OH ™ ions to 1078 moles per liter,
and the pH of the solution is 6. The negative logarithmic pH scale
goes from 1 to 14. A pH greater than 7 denotes an alkaline so-
lution (greater OH™ concentration) and a pH of less than 7 an
acidic solution (greater H™ concentration).

Although pure water is neutral in pH, because the dissocia-
tion of the water molecule produces equal numbers of H* and
OH™ ions, the presence of CO, in the water will alter this relation-
ship. The preceding chemical reactions result in the production
and absorption of free hydrogen ions (H") Because the abundance
of hydrogen ions in solution is the measure of acidity, the dynam-
ics of the carbon dioxide—carbonic acid-bicarbonate system di-
rectly affects the pH of aquatic ecosystems. In general, the carbon
dioxide—carbonic acid—bicarbonate system functions as a buffer to
keep the pH of water within a narrow range. It does this by ab-
sorbing hydrogen ions in the water when they are in excess (pro-
ducing carbonic acid and bicarbonates) and producing them when
they are in short supply (producing carbonate and bicarbonate
ions). At neutrality (pH 7), most of the CO, is present as HCO; ™~
(Figure 3.13). At a high pH, more CO, is present as CO32_ than at
a low pH, where more CO, occurs in the free condition. Addition
or removal of CO, affects pH, and a change in pH affects CO,.
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Figure 3.13 Theoretical percentages of CO, in each of the three
forms present in water in relation to pH. At low values of pH (acidic
conditions), most of the CO; is in its free form. At intermediate
values (neutral conditions) bicarbonate dominates, whereas under
alkaline conditions most of the CO, is in the form of carbonate ions.
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The pH of natural waters ranges between 2 and 12. Waters
draining from watersheds dominated geologically by limestone
(CaCO3) will have a much higher pH and be well buffered as
compared to waters from watersheds dominated by acid sand-
stone and granite. The presence of the strongly alkaline ions
sodium, potassium, and calcium in ocean waters results in sea-
water being slightly alkaline, usually ranging from 7.5 to 8.4.

The pH of aquatic environments can exert a powerful influ-
ence on the distribution and abundance of organisms. Increased
acidity can affect organisms directly, by influencing physiolog-
ical processes, and indirectly, by influencing the concentrations
of toxic heavy metals. Tolerance limits for pH vary among
plant and animal species, but most organisms cannot survive
and reproduce at a pH below about 4.5. Aquatic organisms are
unable to tolerate low pH conditions largely because acidic
waters contain high concentrations of aluminum. Aluminum is
highly toxic to many species of aquatic life and thus leads to a
general decline in aquatic populations.

Aluminum is insoluble when the pH is neutral or basic.
Insoluble aluminum is present in very high concentrations in
rocks, soils, and river and lake sediments. Under normal pH
conditions, the aluminum concentrations of lake water are very
low; however, as the pH drops and becomes more acidic, alu-
minum begins to dissolve, raising the concentration in solution.

3.8 Water Movements Shape
Freshwater and Marine
Environments

The movement of water—currents in streams and waves in an
open body of water or breaking on a shore—determines the na-
ture of many aquatic environments. The velocity of a current
molds the character and structure of a stream. The shape and
steepness of the stream channel; its width, depth, and rough-
ness of the bottom; and the intensity of rainfall and rapidity of
snowmelt all affect velocity. In fast streams, velocity of flow
is 50 cm per second or higher (see Quantifying Ecology 25.1:
Streamflow). At this velocity, the current removes all particles
less than 5 mm in diameter and leaves behind a stony bottom.
High water volume increases the velocity; it moves bottom
stones and rubble, scours the streambed, and cuts new banks
and channels. As the gradient decreases and the width, depth,
and volume of water increase, silt and decaying organic mat-
ter accumulate on the bottom. Thus, the stream’s character
changes from fast water to slow (Figure 3.14).

Wind generates waves on large lakes and on the open sea.
The frictional drag of the wind on the surface of smooth water
causes ripples. As the wind continues to blow, it applies more
pressure to the steep side of the ripple, and wave size begins to
grow. As the wind becomes stronger, short, choppy waves of
all sizes appear; as they absorb more energy, they continue to
grow. When the waves reach a point where the energy supplied
by the wind equals the energy lost by the breaking waves, they
become whitecaps. Up to a certain point, the stronger the wind,
the higher the waves.

The waves breaking on a beach do not contain water
driven in from distant seas. Each particle of water remains
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(b)

Figure 3.14 (a) A fast mountain stream. The elevation gradient is steep, and fast-flowing water
scours the stream bottom, leaving largely bedrock material. (b) In contrast, a slow-flowing stream mean-
ders through a growth of willows. The relatively flat topography reduces the flow rate and allows finer
sediments to build up on the stream bottom. These two streams represent very different environmental
conditions and subsequently support very different forms of aquatic life (see Chapter 25).

largely in the same place and follows an elliptical orbit with the
passage of the wave. As a wave moves forward, it loses energy
to the waves behind and disappears, its place taken by another.
The swells breaking on a beach are distant descendants of
waves generated far out at sea.

As the waves approach land, they advance into increas-
ingly shallow water. When the bottom of the wave intercepts
the ocean floor, the wavelength shortens and the wave steepens
until it finally collapses forward, or breaks. As the waves break
onshore, they dissipate their energy, pounding rocky shores or
tearing away sandy beaches in one location and building up
new beaches elsewhere.

We have discussed the patterns of ocean currents, influ-
enced by the direction of the prevailing winds and the Coriolis
effect (see Section 2.5). However, deep waters of the oceans
move quite differently from waters of the surface currents.
Because deep waters are isolated from the wind, their motion
does not depend on it. Movement of deep waters does, how-
ever, result from changes occurring at the surface. As discussed
earlier, seawater increases in density as a result of decreasing
temperature and increasing salinity. When seawater increases in
density, it sinks. As the warm surface currents of the tropical
waters move north and southward, they cool (see map of surface
currents in Figure 2.15). As these waters cool, they increase in
density and sink. Because these cold, dense waters originated
at the surface, they contain high concentrations of oxygen. As
these waters sink, they begin the return trip to the tropics—in
the form of deep-water currents. When these deep-water cur-
rents meet in the equatorial waters of the ocean, they form a
region of upwelling where the deep waters move up to the sur-
face, closing the pattern of ocean circulation (Figure 3.15a).

In coastal regions, winds blowing parallel to the coast
move the surface waters offshore. Water moving upward from
the deep replaces this surface water, creating a pattern of
coastal upwelling (Figure 3.15b).
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Figure 3.15 (a) Along the equator, the Coriolis effect acts to
pull the westward-flowing currents to the north and south (purple
solid arrows), resulting in an upwelling of deeper cold waters to

the surface. (b) Along the western margins of the continents, the
Coriolis effect causes the surface waters to move offshore (purple
solid arrows). Movement of the surface waters offshore results in an
upwelling of deeper, colder waters to the surface. Example shown is
for the Northern Hemisphere.

3.9 Tides Dominate the Marine
Coastal Environment

Tides profoundly influence the rhythm of life on ocean shores.
Tides result from the gravitational pulls of the Sun and the Moon,
each of which causes two bulges (tides) in the waters of the
oceans. The two bulges caused by the Moon occur at the same
time on opposite sides of Earth on an imaginary line extending
from the Moon through the center of Earth (Figure 3.16). The
tidal bulge on the Moon side is due to gravitational attraction;
the bulge on the opposite side occurs because the gravitational
force there is less than at the Earth’s center. As Earth rotates
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Figure 3.16 Tides result from the gravitational pull of the
Moon. Centrifugal force applied to a kilogram of mass is 3.38 mg.
This force on a rotating Earth is balanced by gravitational force,
except at moving points on Earth’s surface that are directly aligned
with the Moon. Thus the centrifugal force at point N, the center of the
rotating Earth, is 3.38 mg. Point T is directly aligned with the Moon.
At this point, the Moon’s gravitational force is 3.49 mg, a difference
of 0.11 mg. Because the Moon’s gravitational force is greater than the
centrifugal force at T, the force is directed away from the Earth and
causes a tidal bulge. At point A, the Moon’s gravitational force is

3.27 mg, 0.11 mg less than the centrifugal force at N. This causes a
tidal bulge on the opposite side of Earth.

eastward on its axis, the tides advance westward. Thus, Earth will
in the course of one daily rotation pass through two of the lunar
tidal bulges, or high tides, and two of the lows, or low tides, at
right angles (90° longitude difference) to the high tides.

The Sun also causes two tides on opposite sides of Earth,
and these tides have a relation to the Sun like that of the lunar
tides to the Moon. Because the Sun has a weaker gravitational
pull than the Moon does, solar tides are partially masked by lunar
tides—except for two times during the month: when the Moon is
full and when it is new. At these times, Earth, Moon, and Sun are
nearly in line, and the gravitational pulls of the Sun and the Moon
are additive. This combination makes the high tides of those pe-
riods exceptionally large, with maximum rise and fall. These are
the fortnightly spring tides, a name derived from the Saxon word
sprungen, which refers to the brimming fullness and active move-
ment of the water. When the Moon is at either quarter, its pull is
at right angles to the pull of the Sun, and the two forces interfere
with each other. At those times, the differences between high and
low tides are exceptionally small. These are the neap tides, from
an old Scandinavian word meaning “barely enough.”

Tides are not entirely regular, nor are they the same all over
Earth. They vary from day to day in the same place, following
the waxing and waning of the Moon. They may act differently
in several localities within the same general area. In the Atlantic,
semidaily tides are the rule. In the Gulf of Mexico and the
Aleutian Islands of Alaska, the alternate highs and lows more or
less cancel each other out, and flood and ebb follow one another
at about 24-hour intervals to produce one daily tide. Mixed tides
in which successive or low tides are of significantly different
heights through the cycle are common in the Pacific and Indian
oceans. These tides are combinations of daily and semidaily
tides in which one partially cancels out the other.

Local tides around the world are inconsistent for many rea-
sons. These reasons include variations in the gravitational pull of
the Moon and the Sun due to the elliptical orbit of Earth, the angle
of the Moon in relation to the axis of Earth, onshore and offshore
winds, the depth of water, the contour of the shore, and wave action.
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The area lying between the water lines of high and low
tide, referred to as the intertidal zone, is an environment of ex-
tremes. The intertidal zone undergoes dramatic shifts in envi-
ronmental conditions with the daily patterns of inundation and
exposure. As the tide recedes, the uppermost layers of life are
exposed to air, wide temperature fluctuations, intense solar ra-
diation, and desiccation for a considerable period, whereas the
lowest fringes of the tidal zone may be exposed only briefly be-
fore the high tide submerges them again. Temperatures on tidal
flats may rise to 38°C when exposed to direct sunlight and drop
to 10°C within a few hours when the flats are covered by water.

Organisms living in the sand and mud do not experience the
same violent temperature fluctuations as those living on rocky
shores do. Although the surface temperature of the sand at mid-
day may be 10°C (or more) higher than that of the returning sea-
water, the temperature a few centimeters below the sand’s surface
remains almost constant throughout the year (see Section 25.3).

3.10 The Transition Zone between
Freshwater and Saltwater
Environments Presents Unique
Constraints

Water from streams and rivers eventually drains into the sea. The
place where freshwater mixes with saltwater is called an estuary.
Temperatures in estuaries fluctuate considerably, both daily and
seasonally. Sun and inflowing and tidal currents heat the water.
High tide on the mudflats may heat or cool the water, depending
on the season. The upper layer of estuarine water may be cooler
in winter and warmer in summer than the bottom—a condition
that, as in a lake, will cause spring and autumn turnovers.

In the estuary, where freshwater meets the sea, the interac-
tion of inflowing freshwater and tidal saltwater influences the
salinity of the estuarine environment. Salinity varies vertically
and horizontally, often within one tidal cycle (Figure 3.17).
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Figure 3.17 Vertical and horizontal stratification of salinity
from the river mouth to the estuary at high tide (brown lines) and
low tide (blue lines). At high tide, the incoming seawater increases
the salinity toward the river mouth. At low tide, salinity is reduced.
Salinity increases with depth because lighter freshwater flows over
denser saltwater.
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Salinity may be the same from top to bottom; or it may be com-
pletely stratified, with a layer of freshwater on top and a layer of
dense, salty water on the bottom. Salinity is homogeneous when
currents are strong enough to mix the water from top to bottom.
The salinity in some estuaries is homogeneous at low tide, but at
high tide a surface wedge of seawater moves upstream more rap-
idly than the bottom water. Salinity is then unstable, and density
is inverted. The seawater on the surface tends to sink as lighter
freshwater rises, and mixing takes place from the surface to the
bottom. This phenomenon is known as tidal overmixing. Strong
winds, too, tend to mix saltwater with freshwater in some estuar-
ies; but when the winds are still, the river water flows seaward on
a shallow surface over an upstream movement of seawater, more
gradually mixing with the salt.

Horizontally, the least saline waters are at the river mouth
and the most saline at the sea (see Figure 3.17). Incoming and
outgoing currents deflect this configuration. In all estuaries
of the Northern Hemisphere, outward-flowing freshwater and
inward-flowing seawater are deflected to the right (relative

to the axis of water flow from the river to ocean) because of
Earth’s rotation. As a result, salinity is higher on the left
side; the concentration of metallic ions carried by rivers
varies from drainage to drainage; and salinity and chemis-
try differ among estuaries. The portion of dissolved salts in
the estuarine waters remains about the same as that of sea-
water, but the concentration varies in a gradient from fresh-
water to sea.

To survive in estuaries, aquatic organisms must have
evolved physiological or behavioral adaptations to changes
in salinity. Many oceanic species of fish are able to move
inward during periods when the flow of freshwater from riv-
ers is low and the salinity of estuaries increases. Conversely,
freshwater fish move into the estuarine environment during
periods of flood when salinity levels drop. Due to the stress-
ful conditions that organisms face in the mixed zones of es-
tuaries, there is often a relatively low diversity of organisms
despite the high productivity found in these environments
(see Chapter 25).

Summary

W

The Water Cycle 3.1

Water follows a cycle, traveling from the air to Earth and re-
turning to the atmosphere. It moves through cloud formation
in the atmosphere, precipitation, interception, and infiltration
into the ground. It eventually reaches groundwater, springs,
streams, and lakes from which evaporation takes place, bring-
ing water back to the atmosphere in the form of clouds. The
various aquatic environments are linked, either directly or indi-
rectly, by the water cycle.

The largest reservoir in the global water cycle is the
oceans, which contain more than 97 percent of the total vol-
ume of water on Earth. In contrast, the atmosphere is one of the
smallest reservoirs but has a very fast turnover time.

Properties of Water 3.2

Water has a unique molecular structure. The hydrogen atoms
are located on the side of the water molecule that has a positive
charge. The opposite side, where the oxygen atom is located,
has a negative charge, thus polarizing the water molecule.
Because of their polarity, water molecules become coupled
with neighboring water molecules to produce a lattice-like
structure with unique properties.

Depending on its temperature, water may be in the form of
a liquid, solid, or gas. It absorbs or releases considerable quan-
tities of heat with a small rise or fall in temperature. Water has
a high viscosity that affects its flow. It exhibits high surface
tension, caused by a stronger attraction of water molecules for
each other than for the air above the surface. If a body is sub-
merged in water and weighs less than the water it displaces, it
is subjected to the upward force of buoyancy. These properties
are important ecologically and biologically.

Light 3.3

Both the quantity and quality of light change with water depth.
In pure water, red and infrared light are absorbed first, followed
by yellow, green, and violet; blue penetrates the deepest.

Temperature in Aquatic Environments 3.4

Lakes and ponds experience seasonal shifts in temperature.
In summer there is a distinct vertical gradient of temperature,
resulting in a physical separation of warm surface waters and
the colder waters below the thermocline. When the surface
waters cool in the fall, the temperature becomes uniform
throughout the basin and water circulates throughout the lake.
A similar mixing takes place in the spring when the water
warms. In some very deep lakes and the oceans, the thermo-
cline simply descends during turnover periods and does not
disappear at all.

Temperature of flowing water is variable, warming and
cooling with the season. Within the stream or river, tempera-
tures vary with depth, amount of shading, and exposure to sun.

Water as a Solvent 3.5

Water is an excellent solvent with the ability to dissolve more
substances than any other liquid can. The solvent properties of
water are responsible for most of the minerals found in aquatic
environments. The waters of most rivers and lakes contain a
relatively low concentration of dissolved minerals, determined
largely by the underlying bedrock over which the water flows.
In contrast, the oceans have a much higher concentration of
solutes. As pure water evaporates from the surface to the at-
mosphere, the flow of freshwaters into the oceans continuously
adds to the solute content of the waters.



The solubility of sodium chloride is very high; together
with chlorine, it makes up some 86 percent of sea salt. The con-
centration of chlorine is used as an index of salinity. Salinity is
expressed in practical salinity units, or psu (represented as %o,
measured as grams of chlorine per kilogram of water.

Oxygen 3.6

Oxygen enters the surface waters from the atmosphere through
the process of diffusion. The amount of oxygen water can hold
depends on temperature, pressure, and salinity. In lakes, oxygen
absorbed by surface water mixes with deeper water by turbulence.
During the summer, oxygen may become stratified, decreasing
with depth because of decomposition in bottom sediments. During
spring and fall turnover, oxygen becomes replenished in deep
water. Constant swirling of stream water gives it greater contact
with the atmosphere and thus maintains a high oxygen content.

Acidity 3.7

The measurement of acidity is pH, the negative logarithm of the
concentration of hydrogen ions in solution. In aquatic environ-
ments, a close relationship exists between the diffusion of carbon
dioxide into the surface waters and the degree of acidity and alka-
linity. Acidity influences the availability of nutrients and restricts
the environment of organisms sensitive to acid situations.
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Water Movement 3.8

Currents in streams and rivers as well as waves in open sea
and breaking on ocean shores determine the nature of many
aquatic and marine environments. Velocity of currents shapes
the environment of flowing water. Waves pound rocky shores
and tear away and build up sandy beaches. Movement of water
in surface currents of the ocean affects the patterns of deep-
water circulation. As the equatorial currents move northward
and southward, deep waters move up to the surface, forming
regions of upwelling. In coastal regions, winds blowing paral-
lel to the coast create a pattern of coastal upwelling.

Tides 3.9

Rising and falling tides shape the environment and influence
the rhythm of life in coastal intertidal zones.

Estuaries 3.10

Water from all streams and rivers eventually drains into the sea.
The place where this freshwater joins and mixes with the salt
is called an estuary. Temperatures in estuaries fluctuate consid-
erably, both daily and seasonally. The interaction of inflowing
freshwater and tidal saltwater influences the salinity of the es-
tuarine environment. Salinity varies vertically and horizontally,
often within one tidal cycle.

Study Questions

1. Draw a simple diagram of the water cycle and then
describe the processes involved.

2. How does the physical structure of water influence its
ability to absorb and release heat energy?

3. What property of water allows aquatic organisms to
function with far fewer supportive structures (tissues)
than terrestrial organisms have?

4. What is the fate of visible light in water?

5. What is the thermocline? What causes the development
of a thermocline?

6. Explain why seasonal stratification of temperature and
oxygen takes place in deep ponds and lakes.

7. Increasing the carbon dioxide concentration of water
will have what effect on its pH?

8. The concentration of which element is used to define
the salinity of water?

9. What causes the upwelling of deeper, cold waters in
the equatorial zone of the oceans?

10. What causes the tides?

Further Readings

Garrison, T. 2007. Oceanography: An invitation to marine
science. Belmont, CA: Brooks/Cole 6th Ed.
A clearly written and well-illustrated introductory text for those
interested in more detail on the subject matter.

Hutchinson, G. E. 1957-1975. A treatise on limnology. Vol. 1:
Geography, physics, and chemistry. New York: Wiley.
A classic reference.

Hynes, H. B. N. 2001. The ecology of running waters.
Caldwell, NJ: Blackburn Press.
A reprint of a classic and valuable work, this major reference
continues to be influential.

McLusky, D. S. 2004. The estuarine ecosystem. 3rd ed.
New York: Chapman & Hall.
Clearly describes the structure and function of estuarine ecosystems.

Nybakken, J. W. 2005. Marine biology: An ecological
approach. 6th ed. San Francisco: Benjamin Cummings.
Chapters 1 and 6 provide an excellent introduction to the
physical environment of the oceans.
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ur introduction of aquatic environments was

dominated by discussion of the physical and chemical

properties of water—characteristics such as depth, flow
rate, and salinity (see Chapter 3). When considering the term
terrestrial environment, however, people typically do not think
of the physical and chemical characteristics of a place. What
we most likely visualize is the vegetation: the tall, dense forests
of the wet tropics; the changing colors of autumn in a temper-
ate forest; or the broad expanses of grass that characterize the
prairies. Animal life depends on the vegetation within a region
to provide the essential resources of food and cover—and as
such, the structure and composition of plant life constrain the
distribution and abundance of animal life. But ultimately, as
with aquatic environments, the physical and chemical features
of terrestrial environments set the constraints for life. Plant life
is a reflection of the climate and soils (as discussed in Chapter 6).
Regardless of the suitability of plant life for providing essential
resources, the physical conditions within a region impose the
primary constraints on animal life as well (Chapter 7).

We will explore key features of the terrestrial environ-
ment that directly influence life on land. Life emerged from
the water to colonize the land more than a billion years ago.
The transition to terrestrial environments posed a unique set of
problems for organisms already adapted to an aquatic environ-
ment. To understand the constraints imposed by the terrestrial
environment, we must start by looking at the physical differ-
ences between the terrestrial and aquatic environments and at
the problems these differences create for organisms making the
transition from water to land.

4.1 Life on Land Imposes Unique
Constraints

The transition from life in aquatic environments to life on land
brought with it a variety of constraints. Perhaps the greatest
constraint imposed by terrestrial environments is desiccation.
Living cells, both plant and animal, contain about 75-95 percent
water. Unless the air is saturated with moisture, water readily
evaporates from the surfaces of cells via the process of diffu-
sion (see Section 2.6). The water that is lost to the air must be
replaced if the cell is to remain hydrated and continue to func-
tion. Maintaining this balance of water between organisms and
their surrounding environment (referred to as an organism’s
water balance) has been a major factor in the evolution of life
on land. For example, in adapting to the terrestrial environment,
plants have evolved extensively specialized cells for different
functions. Aerial parts of most plants, such as stems and leaves,
are coated with a waxy cuticle that prevents water loss. While it
reduces water loss, the waxy surface also prevents gas exchange
(carbon dioxide and oxygen) from occurring. As a result, terres-
trial plants have evolved pores on the leaf surface (stomata) that
allow gases to diffuse from the air into the interior of the leaf
(see Chapter 6).

To stay hydrated, an organism must replace water that
it has lost to the air. Terrestrial animals can acquire water by
drinking and eating. For plants, however, the process is passive.
Early in their evolution, land plants evolved vascular tissues
consisting of cells joined into tubes that transport water and
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nutrients throughout the plant body. The topic of water balance
and the array of characteristics that plants and animals have
evolved to overcome the problems of water loss are discussed
in more detail later (see Chapters 6 and 7).

Desiccation is not the only constraint imposed by the tran-
sition from water to land. Because air is less dense than water,
it results in a much lower drag (frictional resistance) on the
movement of organisms, but it greatly increases the constraint
imposed by gravitational forces. The upward force of buoyancy
due to the displacement of water helps organisms in aquatic
environments overcome the constraints imposed by gravity (see
Section 3.2). In contrast, the need to remain erect against gravi-
tational force in terrestrial environments results in a significant
investment in structural materials such as skeletons (for animals)
or cellulose (for plants). The giant kelp (Macrocystis pyrifera)
inhabiting the waters off the coast of California is an excellent
example (Figure 4.1a). It grows in dense stands called kelp for-
ests. Anchored to the bottom sediments, these kelp (macroalgae)
can grow 100 feet or more toward the surface. The kelp are kept
afloat by gas-filled bladders attached to each blade, yet when
the kelp plants are removed from the water, they collapse into a
mass. Lacking supportive tissues strengthened by cellulose and

(b)

Figure 4.1 (a) The giant kelp (Macrocystis pyrifera) inhabits
the waters off the coast of California. Anchored to the bottom
sediments, these kelp plants can grow 100 feet or more toward the
surface despite their lack of supportive tissues. These kelp plants

are kept afloat through the buoyancy of gas-filled bladders attached
to each blade, yet when the kelp plants are removed from the water,
they collapse into a mass. (b) In contrast, a redwood tree (Sequoia
sempervirens) of comparable height allocates more than 80 percent of
its biomass to supportive and conductive tissues that help the tree resist
gravitational forces.
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Figure 4.2 Absorption and reflection of light by the plant canopy. (a) A mixed conifer—
deciduous forest reflects about 10 percent of the incident photosynthetically active radiation (PAR)
from the upper canopy, and it absorbs most of the remaining PAR within the canopy. (b) A meadow
reflects 20 percent of the PAR from the upper surface. The middle and lower regions, where the
leaves are densest, absorb most of the rest. Only 2—-5 percent of PAR reaches the ground.

(Adapted from Larcher 1980.)

lignin, the kelp cannot support its own weight under the forces
of gravity. In contrast, a tree of equivalent height inhabiting the
coastal forest of California (Figure 4.1b) must allocate more
than 80 percent of its total mass to supportive and conductive
tissues in the trunk (bole), branches, leaves, and roots.

Another characteristic of terrestrial environments is their
high degree of variability, both in time and space. Temperature
variations on land (air) are much greater than in water. The high
specific heat of water prevents wide daily and seasonal fluctua-
tions in the temperature of aquatic habitats (see Section 3.2). In
contrast, such fluctuations are a characteristic of air temperatures
(see Chapter 2). Likewise, the timing and quantity of precipita-
tion received at a location constrain the availability of water for
terrestrial plants and animals as well as their ability to maintain
water balance. These fluctuations in temperature and moisture
have both a short-term effect on metabolic processes and a long-
term influence on the evolution and distribution of terrestrial
plants and animals (see Chapters 6 and 7). Ultimately, the geo-
graphic variation in climate governs the large-scale distribution
of plants and therefore the nature of terrestrial ecosystems (see
Figure 2.1 and Chapter 24).

4.2 Plant Cover Influences the
Vertical Distribution of Light

In contrast to aquatic environments, where the absorption of
solar radiation by the water itself results in a distinct vertical
gradient of light, the dominant factor influencing the vertical
gradient of light in terrestrial environments is the absorption and

reflection of solar radiation by plants. When walking into a forest
in summer, you will observe a decrease in light (Figure 4.2a).
You can observe much the same effect if you examine the low-
est layer in grassland or an old field (Figure 4.2b). The quantity
and quality (spectral composition) of light that does penetrate
the canopy of vegetation to reach the ground varies with both the
quantity and orientation of the leaves.

The amount of light at any depth in the canopy is affected
by the number of leaves above. As we move down through the
canopy, the number of leaves above increases, so the amount of
light decreases. However, because leaves vary in size and shape,
the number of leaves is not the best measure of quantity. The
quantity of leaves, or foliage density, is generally expressed as the
leaf area. Because most leaves are flat, the leaf area is the surface
area of one or both sides of the leaf. When the leaves are not flat,
the entire surface area is sometimes measured. To quantify the
changes in light environment with increasing area of leaves, we
need to define the area of leaves per unit ground area (m? leaf
area/m’ ground area). This measure is the leaf area index (LAI)
(Figure 4.3). A leaf area index of 3 (LAI = 3) indicates a quantity
of 3 m? of leaf area over each 1 m? of ground area.

The greater the leaf area index above any surface, the
lower the quantity of light reaching that surface. As you move
from the top of the canopy to the ground in a forest, the cumu-
lative leaf area and LAI increase. Correspondingly, light de-
creases. The general relationship between available light and
leaf area index is described by Beer’s law (see Quantifying
Ecology 4.1: Beer’s Law and the Attenuation of Light).

In addition to the quantity of light, the spectral composi-
tion (quality) of light varies through the plant canopy. Recall
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Figure 4.3 The concept of leaf area index (LAI). (a) A tree with a crown 10 m wide projects a
circle of the same size on the ground. (b) Foliage density (area of leaves) at various heights above
the ground. (c) Contributions of layers in the crown to the leaf area index. (d) Calculation of LAIL
The total leaf area is 315 m>. The projected ground area is 78.5 m?. The LAI is 4.

that the wavelengths of approximately 400 to 700 nm make
up visible light (Section 2.1 and Figure 2.4). These wave-
lengths are also known as photosynthetically active radiation
(PAR) because they include the wavelengths used by plants
as a source of energy in photosynthesis (see Chapter 6).
The transmittance of PAR is typically less than 10 percent,
whereas the transmittance of far-red radiation (730 nm) is
much greater. As a result, the ratio of red (660 nm) to far-red
radiation (the R/FR ratio) decreases through the canopy. This
shift in the spectral quality of light affects the production
of phytochrome (a pigment that allows a plant to perceive
shading by other plants), thus influencing patterns of growth
and allocation (see Chapter 6, Section 6.7).

Besides the quantity of leaves, the orientation of leaves
on the plant influences the attenuation of light through the
canopy. The angle at which a leaf is oriented relative to the
Sun changes the amount of light it absorbs. If a leaf that is
perpendicular to the Sun absorbs 1.0 unit of light energy (per
unit leaf area/time), the same leaf displayed at a 60-degree
angle to the Sun will absorb only 0.5 unit. The reason is that
the same leaf area represents only half the projected surface
area and therefore intercepts only half as much light energy
(Figure 4.4). Thus, leaf angle influences the vertical distribu-
tion of light through the canopy as well as the total amount of

Length Length
0 0.5 10 O 0.5 1.0
Sunlight Sunlight
Shade Shade
(a) Perpendicular (b) 60° angle

Figure 4.4 Influence of leaf orientation (angle) on the
interception of light energy. If a leaf that is perpendicular to the
source of light (a) intercepts 1.0 unit of light energy, the same leaf
at an angle of 60° relative to the light source will intercept only
0.5 unit (b). The reduction in intercepted light energy is a result
of the angled leaf projecting a smaller surface area relative to the
light source.
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ue to the absorption and reflection of light by leaves, there

is a distinct vertical gradient of light availability from the
top of a plant canopy to the ground. The greater the surface area
of leaves, the less light will penetrate the canopy and reach the
ground. The vertical reduction, or attenuation, of light through
a stand of plants can be estimated using Beer’s law, which de-
scribes the attenuation of light through a homogeneous medium.
The medium in this case is the canopy of leaves. Beer’s law can
be applied to the problem of light attenuation through a plant
canopy using the following relationship:

Leaf area index
above height i

Light reaching any vertical /
position i, expressed as a

proportion of light reaching the AL;= gl k
top of the canopy
Light extinction
coefficient

The subscript i refers to the vertical height of the canopy.
For example, if i were in units of meters, a value of i = 5 refers
to a height of 5 m above the ground. The value e is the natural
logarithm (2.718). The light extinction coefficient, k, represents
the quantity of light attenuated per unit of leaf area index (LAI)
and is a measure of the degree to which leaves absorb and reflect
light. The extinction coefficient will vary as a function of leaf
angle (see Figure 4.4) and the optical properties of the leaves.
Although the value of AL; is expressed as a proportion of the
light reaching the top of the canopy, the quantity of light at any
level can be calculated by multiplying this value by the actual
quantity of light (or photosynthetically active radiation) reaching
the top of the canopy (units of umol/m?/s).

light absorbed and reflected. The sun angle varies, however,
both geographically (see Section 2.1) and through time at a
given location (over the course of the day and seasonally).
Consequently, different leaf angles are more effective at in-
tercepting light in different locations and at different times.
For example, in high-latitude environments, where sunlight
angles are low canopies having leaves that are displayed at
an angle will absorb light more effectively (see Figure 2.5).
Leaves that are displayed at an angle rather than perpendicu-
lar to the Sun are also typical of arid tropical environments.
In these hot and dry environments, angled leaves reduce light
interception during midday, when temperatures and demand
for water are at their highest.

Although light decreases downward through the plant can-
opy, some direct sunlight does penetrate openings in the crown
and reaches the ground as sunflecks. Sunflecks can account for
70-80 percent of solar energy reaching the ground in forest
environments (Figure 4.5).

In many environments, seasonal changes strongly influence
leaf area. For example, in the temperate regions of the world,
many forest tree species are deciduous, shedding their leaves

Beer's Law and the Attenuation of Light
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Figure 1 Relationship between leaf area index above
various heights in the canopy (LAI;) and the associated values of
available light (AL;), expressed as a proportion of PAR at the top
of the canopy.

For the example presented in Figure 4.3, we can construct a
curve describing the available light at any height in the canopy. In
Figure 1, the light extinction coefficient has a value of k£ = 0.6 as
an average value for a temperate deciduous forest. We label ver-
tical positions from the top of the canopy to ground level on the
curve. Knowing the amount of leaves (LAI) above any position in
the canopy (i), we can use the equation to calculate the amount of
light there.

The availability of light at any point in the canopy will directly
influence the levels of photosynthesis (see Figure 6.2). The light
levels and rates of light-limited photosynthesis for each of the ver-
tical canopy positions are shown in the curve in Figure 2. Light
levels are expressed as a proportion of values for fully exposed
leaves at the top of the canopy (1500 gmol/m%/s). As one moves

1600

1200

800

PAR (umol/m?/s)

400

I I I I
6 8 10 12 14 16 18

Time (hour of day)

Figure 4.5 Changes in the availability of light [photosynthetically
active radiation (PAR)] at ground level in a redwood forest in northern
California over the course of a day. The spikes result from sunflecks in
an otherwise low-light environment (average PAR of 30 umol/mzls).
The median sunfleck length on this day was 2 seconds.

(Adapted from Pfitsch and Pearcy 1989.)
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Figure 2 Relationship between available light (PAR) and
rate of net photosynthesis at various heights in the canopy.
Available light is expressed as the proportion of PAR at the
top of the canopy (assumed to be 1500 umol/m?/s).

from the top of the canopy downward, the amount of light reaching
the leaves and the corresponding rate of photosynthesis decline.

Beer’s law can also be used to describe the vertical attenuation
of light in aquatic environments, but applying the light extinction
coefficient (k) is more complex. The reduction of light with water
depth is a function of various factors: (1) attenuation by the water
itself (see Section 3.3, Figure 3.7); (2) attenuation by phytoplank-
ton (microscopic plants suspended in water), typically expressed
as the concentration of chlorophyll (the light-harvesting pigment
of plants) per volume of water (see Section 6.1); (3) attenuation
by dissolved substances; and (4) attenuation by suspended particu-
lates. Each of these factors has an associated light extinction coef-
ficient, and the overall light extinction coefficient (kt) is the sum of
the individual coefficients:

during the winter months. In these cases, the amount of light that
penetrates a forest canopy varies with the season (Figure 4.6). In
early spring in temperate regions, when leaves are just expanding,
20-50 percent of the incoming light may reach the forest floor.
In other regions characterized by distinct wet and dry seasons a
similar pattern of increased light availability at the ground level
occurs during the dry season (see Chapter 2).

4.3 Soil Is the Foundation upon
Which All Terrestrial Life Depends

Soil is the medium for plant growth; the principal factor con-
trolling the fate of water in terrestrial environments; nature’s re-
cycling system, which breaks down the waste products of plants
and animals and transforms them into their basic elements; and
habitat to a diversity of animal life, from small mammals to
countless forms of microbial life (see Chapter 22).

As familiar as it is, soil is hard to define. One definition
says that soil is a natural product formed and synthesized by the
weathering of rocks and the action of living organisms. Another
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Whereas the light extinction coefficient for leaf area ex-
presses the attenuation of light per unit of LAI, these values of k
are expressed as the attenuation of light per unit of water depth
(such as centimeter, meter, inches, or feet). Beer’s law can then
be used to estimate the quantity of light reaching any depth (z) by
using the following equation:

ALz — e—krz

If the ecosystem supports submerged vegetation, such as
kelp (see Figure 4.1), seagrass, or other plants that are rooted in
the bottom sediments, the preceding equation can be used to cal-
culate the available light at the top of the canopy. The equation
describing the attenuation of light as a function of LAI can then
be applied (combined) to calculate the further attenuation from
the top of the plant canopy to the sediment surface.

1. If we assume that the value of k used to calculate the verti-
cal profile of light in Figure 1 (k = 0.6) is for a plant can-
opy where the leaves are positioned horizontally (parallel
to the forest floor), how would the value of k differ (higher
or lower) for a forest where the leaves were oriented at a
60-degree angle? (See the example in Figure 4.4.)

2. In shallow-water ecosystems, storms and high wind can
result in bottom sediments (particulates) being suspended
in the water for some time before once again settling to the
bottom. How would this situation affect the value of kt and
the attenuation of light in the water profile?

states that soil is a collection of natural bodies of earth, composed
of mineral and organic matter and capable of supporting plant
growth. Indeed, one eminent soil scientist, Hans Jenny—a pio-
neer of modern soil studies—will not give an exact definition of
soil. In his book The Soil Resource, he writes:

Popularly, soil is the stratum below the vegetation and
above hard rock, but questions come quickly to mind.
Many soils are bare of plants, temporarily or permanently,
or they may be at the bottom of a pond growing cattails.
Soil may be shallow or deep, but how deep? Soil may be
stony, but surveyors (soil) exclude the larger stones. Most
analyses pertain to fine earth only. Some pretend that soil
in a flowerpot is not a soil, but soil material. It is embar-
rassing not to be able to agree on what soil is. In this soil
scientists are not alone. Biologists cannot agree on a defi-
nition of life and philosophers on philosophy.

Of one fact we are sure. Soil is not just an abiotic en-
vironment for plants. It is teeming with life—billions of
minute and not so minute animals, bacteria, and fungi. The
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Figure 4.6 Levels of photosynthetically active radiation (PAR) within and above a yellow poplar
(Liriodendron tulipifera) stand over a year. The lines (isopleths) define the gradient of PAR. Solar
radiation is most intense in summer, but since the canopy intercepts most of the PAR, little reaches the
forest floor. The greatest amounts of PAR reach the forest floor in spring, when trees are still leafless.
The forest receives the least PAR in winter, with its lower solar elevations and shorter day lengths. The
amount of PAR reaching the forest floor in winter is little more than that in midsummer.

(Adapted from Hutchinson and Matt 1977.)

interaction between the biotic and the abiotic makes the soil
a living system.

Soil scientists recognize soil as a three-dimensional unit,
or body, having length, width, and depth. In most places on
Earth’s surface, exposed rock has crumbled and broken down
to produce a layer of unconsolidated debris overlaying the
hard, unweathered rock. This unconsolidated layer, called the
regolith, varies in depth from virtually nonexistent to tens of
meters. This interface between rock and the air, water, and liv-
ing organisms that characterizes the surface environment is
where soil is formed.

4.4 The Formation of Soil Begins
with Weathering

Soil formation begins with the weathering of rocks and their
minerals. Weathering includes the mechanical destruction of
rock materials into smaller particles as well as their chemical
modification. Mechanical weathering results from the interac-
tion of several forces. When exposed to the combined action
of water, wind, and temperature, rock surfaces flake and peel
away. Water seeps into crevices, freezes, expands, and cracks
the rock into smaller pieces. Wind-borne particles, such as dust

and sand, wear away at the rock surface. Growing roots of trees
split rock apart.

Without appreciably influencing their composition, physi-
cal weathering breaks down rock and minerals into smaller
particles. Simultaneously, these particles are chemically al-
tered and broken down through chemical weathering. The
presence of water, oxygen, and acids resulting from the ac-
tivities of soil organisms and the continual addition of organic
matter (dead plant and animal tissues) enhance the chemical
weathering process. Rainwater falling on and filtering through
this organic matter and mineral soil sets up a chain of chemi-
cal reactions that transform the composition of the original
rocks and minerals.

4.5 Soil Formation Involves Five
Interrelated Factors

Five interdependent factors are important in soil formation:
parent material, climate, biotic factors, topography, and time.
Parent material is the material from which soil develops. The
original parent material could originate from the underlying
bedrock; from glacial deposits (till); from sand and silt car-
ried by the wind (eolian); from gravity moving material down a
slope (colluvium); and from sediments carried by flowing water



(fluvial), including water in floodplains. The physical character
and chemical composition of the parent material are important
in determining soil properties, especially during the early stages
of development.

Biotic factors—plants, animals, bacteria, and fungi—all
contribute to soil formation. Plant roots can function to break
up parent material, enhancing the process of weathering, as
well as to stabilize the soil surface and thus reduce erosion.
Plant roots pump nutrients up from soil depths and add them
to the surface. In doing so, plants recapture minerals carried
deep into the soil by weathering processes. Through photo-
synthesis, plants capture the Sun’s energy and transfer some
of this energy to the soil in the form of organic carbon. On the
soil surface, microorganisms break down the remains of dead
plants and animals that eventually become organic matter in-
corporated into the soil (see Chapter 22). Climate influences
soil development both directly and indirectly. Temperature,
precipitation, and winds directly influence the physical and
chemical reactions responsible for breaking down parent mate-
rial and the subsequent leaching (movement of solutes through
the soil) and movement of weathered materials. Water is es-
sential for the process of chemical weathering, and the greater
the depth of water percolation, the greater the depth of weath-
ering and soil development. Temperature controls the rates of
biochemical reactions, affecting the balance between the accu-
mulation and breakdown of organic materials. Consequently,
under conditions of warm temperatures and abundant water,
the processes of weathering, leaching, and plant growth (input
of organic matter) are maximized. In contrast, under cold, dry
conditions, the influence of these processes is much more mod-
est. Indirectly, climate influences a region’s plant and animal
life, both of which are important in soil development.

Topography, the contour of the land, can affect how cli-
mate influences the weathering process. More water runs off
and less enters the soil on steep slopes than on level land,
whereas water draining from slopes enters the soil on low and
flat land. Steep slopes are also subject to soil erosion and soil
creep—the downslope movement of soil material that accumu-
lates on lower slopes and lowlands.

Time is a crucial element in soil formation: all of the fac-
tors just listed assert themselves through time. The weathering
of rock material; the accumulation, decomposition, and miner-
alization of organic material; the loss of minerals from the upper
surface; and the downward movement of materials through the
soil all require considerable time. Forming well-developed soils
may require 2000 to 20,000 years.

4.6 Soils Have Certain Distinguishing
Physical Characteristics
Soils are distinguished by differences in their physical and
chemical properties. Physical properties include color, texture,
structure, moisture, and depth. All may be highly variable from
one soil to another.

Color is one of the most easily defined and useful charac-
teristics of soil. It has little direct influence on the function of a
soil but can be used to relate chemical and physical properties.
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Organic matter (particularly humus) makes soil dark or black.
Other colors can indicate the chemical composition of the rocks
and minerals from which the soil was formed. Oxides of iron give
a color to the soil ranging from yellowish-brown to red, whereas
manganese oxides give the soil a purplish to black color. Quartz,
kaolin, gypsum, and carbonates of calcium and magnesium give
whitish and grayish colors to the soil. Blotches of various shades
of yellowish-brown and gray indicate poorly drained soils or soils
saturated by water. Soils are classified by color using standard-
ized color charts (Munsell soil color charts).

Soil texture is the proportion of different-sized soil parti-
cles. Texture is partly inherited from parent material and partly
a result of the soil-forming process. Particles are classified on
the basis of size into gravel, sand, silt, and clay. Gravel consists
of particles larger than 2.0 mm. They are not part of the fine
fraction of soil. Soils are classified based on texture by defining
the proportion of sand, silt, and clay.

Sand ranges from 0.05 to 2.0 mm, is easy to see, and feels
gritty. Silt consists of particles from 0.002 to 0.05 mm in di-
ameter that can scarcely be seen by the naked eye; it feels and
looks like flour. Clay particles are less than 0.002 mm, too small
to be seen under an ordinary microscope. Clay controls the
most important properties of soils, including its water-holding
capacity (see Section 4.8) and the exchange of ions between
soil particles and soil solution (see Section 4.9). A soil’s texture
is the percentage (by weight) of sand, silt, and clay. Based on
proportions of these components, soils are divided into texture
classes (Figure 4.7).

. Clay loam

Sandy
(EVALET)]

Loam

Sandy loam Silt loam

Loamy

70 60 50 40 30
Percent sand

Figure 4.7 A soil texture chart showing the percentages of clay
(below 0.002 mm), silt (0.002-0.05 mm), and sand (0.05-2.0 mm)
in the basic soil texture classes. For example, a soil with 60 percent
sand, 30 percent silt, and 10 percent clay would be classified as a
sandy loam.

INTERPRETING ECOLOGICAL DATA

Q1. What is the texture classification for a soil with 60 percent silt,
35 percent clay, and 5 percent sand?

02. What is the texture classification for a soil with 60 percent clay
and 40 percent silt?
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Soil texture affects pore space in the soil, which plays a
major role in the movement of air and water in the soil and the
penetration by roots. In an ideal soil, particles make up 50 per-
cent of the soil’s total volume; the other 50 percent is pore space.
Pore space includes spaces within and between soil particles, as
well as old root channels and animal burrows. Coarse-textured
soils have large pore spaces that favor rapid water infiltration,
percolation, and drainage. To a point, the finer the texture, the
smaller the pores, and the greater the availability of active sur-
face for water adhesion and chemical activity. Very fine-textured
or heavy soils, such as clays, easily become compacted if
plowed, stirred, or walked on. They are poorly aerated and dif-
ficult for roots to penetrate.

Soil depth varies across the landscape, depending on
slope, weathering, parent materials, and vegetation. In grass-
lands, much of the organic matter added to the soil is from
the deep, fibrous root systems of the grass plants. By contrast,
tree leaves falling on the forest floor are the principal source
of organic matter in forests. As a result, soils developed under
native grassland tend to be several meters deep, and soils de-
veloped under forests are shallow. On level ground at the bot-
tom of slopes and on alluvial plains, soils tend to be deep. Soils
on ridgetops and steep slopes tend to be shallow, with bedrock
close to the surface.

4.7 The Soil Body Has Horizontal
Layers, or Horizons

Initially, soil develops from undifferentiated parent material.
Over time, changes occur from the surface down, through the ac-
cumulation of organic matter near the surface and the downward
movement of material. These changes result in the formation of
horizontal layers that are differentiated by physical, chemical,
and biological characteristics. Collectively, a sequence of hori-
zontal layers constitutes a soil profile. This pattern of horizon-
tal layering, or horizons, is easily visible where a recent cut has
been made along a road bank or during excavation for a building
site (Figure 4.8).

The simplest general representation of a soil profile con-
sists of four horizons: O, A, B, and C (Figure 4.9). The sur-
face layer is the O horizon, or organic layer. This horizon is
dominated by organic material, consisting of partially decom-
posed plant materials such as leaves, needles, twigs, mosses,
and lichens. This horizon is often subdivided into a surface
layer composed of undecomposed leaves and twigs (Oi), a
middle layer composed of partially decomposed plant tissues
(Oe), and a bottom layer consisting of dark brown to black,
homogeneous organic material—the humus layer (Oa). This
pattern of layering is easily seen by carefully scraping away
the surface organic material on the forest floor. In temperate
regions, the organic layer is thickest in the fall, when new leaf
litter accumulates on the surface. It is thinnest in the summer
after decomposition has taken place.

Below the organic layer is the A horizon, often referred
to as the topsoil. This is the first of the layers that are largely
composed of mineral soil derived from the parent materials.
In this horizon, organic matter (humus) leached from above
accumulates in the mineral soil. The accumulation of organic

Figure 4.8 The pattern of horizontal layering or soil horizons is
easily visible where a recent cut has been made along a road bank.
This soil is relatively shallow, with the parent material close to the
surface.

matter typically gives this horizon a darker color, distinguish-
ing it from lower soil layers. Downward movement of water
through this layer also results in the loss of minerals and finer
soil particles, such as clay, to lower portions of the profile—
sometimes giving rise to an E horizon, a zone or layer of max-
imum leaching, or eluviation (from Latin ex or e, “out,” and
lavere, “to wash”) of minerals and finer soil particles to lower
portions of the profile. Such E horizons are quite common in
soils developed under forests, but because of lower precipita-
tion they rarely occur in soils developed under grasslands.

Below the A (or E) horizon is the B horizon, also called
the subsoil. Containing less organic matter than the A horizon,
the B horizon shows accumulations of mineral particles such
as clay and salts due to leaching from the topsoil. This pro-
cess is called illuviation (from the Latin il, “in,” and lavere, “to
wash”). The B horizon usually has a denser structure than the A
horizon, making it more difficult for plants to extend their roots
downward. B horizons are distinguished on the basis of color,
structure, and the kind of material that has accumulated as a
result of leaching from the horizons above.

The C horizon is the unconsolidated material that lies
under the subsoil and is generally made of original material
from which the soil developed. Because it is below the zones
of greatest biological activity and weathering and has not been
sufficiently altered by the soil-forming processes, it typically
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Figure 4.9 A generalized soil profile. Over time, changes occur from the surface down,
through the accumulation of organic matter near the surface and the downward movement of
material. These changes result in the formation of horizontal layers, or horizons.

retains much of the characteristics of the parent materials from
which it was formed. Below the C horizon lies the bedrock.

4.8 Moisture-Holding Capacity Is
an Essential Feature of Soils

If you dig into the surface layer of a soil after a soaking rain,
you should discover a sharp transition between wet surface soil
and the dry soil below. As rain falls on the surface, it moves into
the soil by infiltration. Water moves by gravity into the open
pore spaces in the soil, and the size of the soil particles and
their spacing determine how much water can flow in. Wide pore
spacing at the soil surface increases the rate of water infiltration,
so coarse soils have a higher infiltration rate than fine soils do.

If there is more water than the pore space can hold, we say
that the soil is saturated, and excess water drains freely from the
soil. If water fills all the pore spaces and is held there by internal
capillary forces, the soil is at field capacity (physically defined
as the water content at —0.33 bar suction pressure). Field capacity
is generally expressed as the percentage of the weight or volume
of soil occupied by water when saturated compared to the oven-
dried weight of the soil at a standard temperature. The amount of
water a soil holds at field capacity varies with the soil’s texture—
the proportion of sand, silt, and clay. Coarse, sandy soil has large
pores; water drains through it quickly. Clay soils have small pores
and hold considerably more water. Water held between soil par-
ticles by capillary forces is capillary water.

As plants and evaporation from the soil surface extract
capillary water, the amount of water in the soil declines. When
the moisture level decreases to a point where plants can no
longer extract water, the soil has reached the wilting point
(physically defined as the water content at —15 bar suction
pressure). The amount of water retained by the soil between
field capacity and wilting point (or the difference between FC
and WP) is the available water capacity (AWC), as shown in
Figure 4.10. The AWC provides an estimate of the water avail-
able for uptake by plants. Although water still remains in the
soil—filling up to 25 percent of the pore spaces—soil particles
hold it tightly, making it difficult to extract.

Both the field capacity and wilting point of a soil are heav-
ily influenced by soil texture. Particle size of the soil directly
influences the pore space and surface area onto which water
adheres. Sand has 30—40 percent of its volume in pore space,
whereas clays and loams (see soil texture chart in Figure 4.7)
range from 40-60 percent. As a result, fine-textured soils have
a higher field capacity than sandy soils, but the increased sur-
face area results in a higher value of the wilting point as well
(see Figure 4.10). Conversely, coarse-textured soils (sands)
have a low field capacity and a low wilting point. Thus, AWC
is highest in intermediate clay loam soils.

The topographic position of a soil affects the movement of
water both on and in the soil. Water tends to drain downslope,
leaving soils on higher slopes and ridgetops relatively dry and
creating a moisture gradient from ridgetops to streams.
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Figure 4.10 Water content of three different soils at wilting
point (WP), field capacity (FC), and saturation. The three soils differ
in texture from coarse-textured sand to fine-textured silty clay loam
(see soil texture chart of Figure 4.7). Available water capacity (AWC)
is defined as the difference between FC and WP. Both FC and WP
increase from coarse- to fine-textured soils, and the highest AWC is in
the intermediate-textured soils.

INTERPRETING ECOLOGICAL DATA

Q1. Although fine-textured soils (silty clay loam) have a greater
available water capacity, for this value to be achieved, the soil must
be at or above field capacity. In arid regions, low and infrequent
precipitation may keep soil water content below field capacity for
most of the growing season. If the measured value of soil water
content at a site is 1.9 inches per foot of soil, which of the three
soil types represented in Figure 4.10 would have the greatest soil
water available for uptake by plants?

Q2. What if the value of soil water was 2.9 inches per foot
of soil?

Soil
solution

4.9 Ion Exchange Capacity Is
Important to Soil Fertility

Chemicals within the soil dissolve into the soil water to form a
solution (see Section 3.5). Referred to as exchangeable nutri-
ents, these chemical nutrients in solution are the most readily
available for uptake and use by plants (see Chapter 6). They are
held in soil by the simple attraction of oppositely charged par-
ticles and are constantly interchanging with the soil solution.

As described previously, an ion is a charged particle. Ions
carrying a positive charge are cations, whereas ions carrying a
negative charge are anions. Chemical elements and compounds
exist in the soil solution both as cations, such as calcium
(Ca>™), magnesium (Mg”), and ammonium (NH, "), and as
anions, such as nitrate (NO3 ) and sulfate (SO427). The ability
of these ions in soil solution to bind to the surface of soil parti-
cles depends on the number of negatively or positively charged
sites within the soil. The total number of charged sites on soil
particles within a volume of soil is called the ion exchange
capacity. In most soils of the temperate zone, cation exchange
predominates over anion exchange due to the prevalence of
negatively charged particles in the soil, referred to as colloids.
The total number of negatively charged sites, located on the
leading edges of clay particles and soil organic matter (humus
particles), is called the cation exchange capacity (CEC).
These negative charges enable a soil to prevent the leaching of
its positively charged nutrient cations. Because in most soils
there are far fewer positively charged than negatively charged
sites, anions such as nitrate (NO5 ) and phosphate (PO347) are
not retained on exchange sites in soils but tend to leach away
quickly if not taken up by plants. The CEC is a basic measure
of soil quality and increases with higher clay and organic mat-
ter content.

Cations occupying the negatively charged particles in the
soil are in a state of dynamic equilibrium with similar cations

&

)

Leached to ground
and/or surface waters

Figure 4.11 The process of cation exchange in soils. Cations occupying the negatively
charged particles in the soil are in a state of dynamic equilibrium with similar cations in the soil
solution. Cations in soil solution are continuously being replaced by or exchanged with cations
on clay and humus particles. Cations in the soil solution are also taken up by plants and leached

to ground and surface waters.



in the soil solution (Figure 4.11). Cations in soil solution are
continuously being replaced by or exchanged with cations on
the clay and humus particles. The relative abundance of differ-
ent ions on exchange sites is a function of their concentration
in the soil solution and the relative affinity of each ion for the
sites. In general, the physically smaller the ion and the greater
its positive charge, the more tightly it is held. The lyotropic
series places the major cations in order of their strength of
bonding to the cation exchange sites in the soil:

AP > H" > Ca*" > Mg > K" = NH," > Na*

However, higher concentrations in the soil solution can over-
come these differences in affinity.

Hydrogen ions added by rainwater, by acids from organic
matter, and by metabolic acids from roots and microorganisms
increase the concentration of hydrogen ions in the soil solu-
tion and displace other cations, such as Ca2+, on the soil ex-
change sites. As more and more hydrogen ions replace other
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cations, the soil becomes increasingly acidic (see Section 3.5).
Acidity is one of the most familiar of all chemical conditions
in the soil. Typically, soils range from pH 3 (extremely acid)
to pH 9 (strongly alkaline). Soils of just over pH 7 (neutral)
are considered basic, and those of pH 5.6 or below are acid.
As soil acidity increases, the proportion of exchangeable APRT
increases and Ca2+, Na™, and other cations decrease. High
aluminum (AI’") concentrations in soil solution can be toxic
to plants. Aluminum toxicity damages the root system first,
making the roots short, thick, and stubby. The result is reduced
nutrient uptake.

4.10 Basic Soil Formation
Processes Produce Different Soils

Broad regional differences in geology, climate, and vegeta-
tion give rise to characteristically different soils. The broad-
est level of soil classification is the order. Each order has
distinctive features, summarized in Figure 4.12, and its own

Entisol

Immature soils that lack
vertical development of
horizons; associated
with recently deposited
sediments

Mollisol

Surface horizons dark
" brown to black with soft
- consistency; rich in

bases; soils of semi-humid

- regions; prone to the
process of calcification

Alfisol

Shallow penetration of
humus; translocation

== of clay; well-developed

~ horizons

| Andisol

Developed from volcanic
parent material; not
highly weathered; upper
" layers dark colored;

low bulk density

Aridisol

Develop in very dry

¢ environments; low in

organic matter; high

s in base content; prone
§ to the process of
y salinization

Inceptisol

§ Young soils that are

more developed than
entisols; often shallow;
moderate development
of horizons

Histosol

il High content of organic

matter; formed in areas
with poor drainage;
bog and muck soils

Oxisol

Highly weathered soils
with nearly featureless
profile; red, yellow, or
gray; rich in kalolinate,
iron oxides, and often
humus; in tropics and
subtropics

Figure 4.12 Profiles and general description of the 12 major soil orders of the world.
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B Aiisols
- Aridosols
- Entisols
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Inceptisols

I Moliisols

Oxisols

- Spodosols
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- Vertisols
- Gelisols
- Andisols

Rocky soil

|:| Icefields/glaciers

Shifting sands

Figure 4.13 The world distribution of the 12 major soil orders shown in Figure 4.12.

(Adapted from USGS, Soil Conservation Service.)

distribution, mapped in Figure 4.13. Although a wide variety
of processes are involved in soil formation (pedogenesis),
soil scientists recognize five main soil-forming processes
that give rise to these different classes of soils. These pro-
cesses are laterization, calcification, salinization, podzoliza-
tion, and gleization.

Laterization is a process common to soils found in humid
environments in the tropical and subtropical regions. The hot,
rainy conditions cause rapid weathering of rocks and miner-
als. Movements of large amounts of water through the soil
cause heavy leaching, and most of the compounds and nutri-
ents made available by the weathering process are transported
out of the soil profile if not taken up by plants. The two ex-
ceptions to this process are compounds of iron and aluminum.
Iron oxides give tropical soils their unique reddish coloring
(see Ultisol profile in Figure 4.12). Heavy leaching also causes
these soils to be acidic due to the loss of other cations (other
than Hy).

Calcification occurs when evaporation and water uptake
by plants exceed precipitation. The net result is an upward
movement of dissolved alkaline salts, typically calcium car-
bonate (CaCOj3), from the groundwater. At the same time,

the infiltration of water from the surface causes a downward
movement of the salts. The net result is the deposition and
buildup of these deposits in the B horizon (subsoil). In some
cases, these deposits can form a hard layer called caliche
(Figure 4.14a).

Salinization is a process that functions similar to calcifica-
tion, only in much drier climates. It differs from calcification in
that the salt deposits occur at or very near the soil surface (Figure
4.14b). Saline soils are common in deserts but may also occur in
coastal regions as a result of sea spray. Salinization is also a grow-
ing problem in agricultural areas where irrigation is practiced.

Podzolization occurs in cool, moist climates of the mid-
latitude regions where coniferous vegetation (e.g., pine forests)
dominates. The organic matter of coniferous vegetation creates
strongly acidic conditions. The acidic soil solution enhances
the process of leaching, causing the removal of cations and
compounds of iron and aluminum from the A horizon (topsoil).
This process creates a sublayer in the A horizon that is com-
posed of white- to gray-colored sand (see Spodosol profile in
Figure 4.12).

Gleization occurs in regions with high rainfall or low-lying
areas associated with poor drainage (waterlogged). The constantly
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Figure 4.14 (a) In arid regions, salinization occurs when salts (the white crust at the center
of the photo) accumulate near the soil surface because of surface evaporation. (b) Calcification
occurs when calcium carbonates precipitate out from water moving downward through the soil or
from capillary water moving upward from below. The result is an accumulation of calcium in the

B horizon (seen as the white soil layer in the photo).

wet conditions slow the breakdown of organic matter by decom-
posers (bacteria and fungi), allowing the matter to accumulate in
upper layers of the soil. The accumulated organic matter releases
organic acids that react with iron in the soil, giving the soil a
black to bluish-gray color (see Gelisol profile in Figure 4.12 as an
example of soil formed through the process of gleization).

These five processes represent the integration of climate
and edaphic (relating to the soil) factors on the formation of
soils, giving rise to the geographic diversity of soils that in-
fluence the distribution, abundance, and productivity of ter-
restrial ecosystems. (We will explore these topics further in
Chapters 21, 22, and 24.)

Summary

Life on Land 4.1

Maintaining the balance of water between organisms and their
surrounding environment has been a major influence on the
evolution of life on land. The need to remain erect against the
force of gravity in terrestrial environments results in a signifi-
cant investment in structural materials. Variations in tempera-
ture and precipitation have both a short-term effect on metabolic
processes and a long-term influence on the evolution and distri-
bution of terrestrial plants and animals. The result is a distinct
pattern of terrestrial ecosystems across geographic gradients of
temperature and precipitation.

Light 4.2

Light passing through a canopy of vegetation becomes attenu-
ated. The density and orientation of leaves in a plant canopy
influence the amount of light reaching the ground. Foliage den-
sity is expressed as leaf area index (LAI), the area of leaves per
unit of ground area. The amount of light reaching the ground
in terrestrial vegetation varies with the season. In forests, only
about 1-5 percent of light striking the canopy reaches the
ground. Sunflecks on the forest floor enable plants to endure
shaded conditions.

Soil Defined 4.3

Soil is a natural product of unconsolidated mineral and organic
matter on Earth’s surface. It is the medium for plant growth;
the principal factor controlling the fate of water in terrestrial en-
vironments; nature’s recycling system, which breaks down the
waste products of plants and animals and transforms them into
their basic elements; and habitat to a diversity of animal life.

Weathering 4.4

Soil formation begins with the weathering of rock and miner-
als. In mechanical weathering, water, wind, temperature, and
plants break down rock. In chemical weathering, the activity
of soil organisms, the acids they produce, and rainwater break
down primary minerals.

Soil Formation 4.5

Soil results from the interaction of five factors: parent material,
climate, biotic factors, topography, and time. Parent material
provides the substrate from which soil develops. Climate shapes
soil development through temperature, precipitation, and its in-
fluence on vegetation and animal life. Biotic factors—vegetation,
animals, bacteria, and fungi—add organic matter and mix it with
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mineral matter. Topography influences the amount of water en-
tering the soil and the rates of erosion. Time is required to fully
develop distinctive soils.

Distinguishing Characteristics 4.6

Soils differ in the physical properties of color, texture, and
depth. Although color has little direct influence on soil func-
tion, it can be used to relate chemical and physical prop-
erties. Soil texture is the proportion of different-sized soil
particles—sand, silt, and clay. A soil’s texture is largely
determined by the parent material but is also influenced by
the soil-forming process. Soil depth varies across the land-
scape, depending on slope, weathering, parent materials,
and vegetation.

Soil Horizons 4.7

Soils develop in layers called horizons. Four horizons are com-
monly recognized, although not all of them are necessarily
present in any one soil: the O or organic layer; the A (some-
times E) horizon, or topsoil, characterized by accumulation
of organic matter; the B horizon, or subsoil, in which mineral
materials accumulate; and the C horizon, the unconsolidated
material underlying the subsoil and extending downward to the
bedrock.

Moisture-Holding Capacity 4.8

The amount of water a soil can hold is one of its important
characteristics. When water fills all pore spaces, the soil is

saturated. When a soil holds the maximum amount of water it
can retain, it is at field capacity. Water held between soil par-
ticles by capillary forces is capillary water. When the moisture
level is at a point where plants cannot extract water, the soil has
reached wilting point. The amount of water retained between
field capacity and wilting point is the available water capac-
ity. The available water capacity of a soil is a function of its
texture.

Ion Exchange 4.9

Soil particles, particularly clay particles and organic matter, are
important to nutrient availability and the cation exchange ca-
pacity of the soil—the number of negatively charged sites on
soil particles that can attract positively charged ions. Cations
occupying the negatively charged particles in the soil are in a
state of dynamic equilibrium with similar cations in the soil
solution. Percent base saturation is the percentage of sites
occupied by ions other than hydrogen.

Soil Formation Processes Form Different Soils 4.10

Broad regional differences in geology, climate, and vegeta-
tion give rise to characteristically different soils. The broadest
level of soil classification is the order. Each order has distinc-
tive features. Soil scientists recognize five main soil-forming
processes that give rise to these different classes of soils. These
processes are laterization, calcification, salinization, podzoliza-
tion, and gleization.

Study Questions

1. Name two constraints imposed on organisms in the
transition of life from aquatic to terrestrial environ-
ments.

2. Assume that two forests have the same quantity of leaves
(leaf area index). In one forest, however, the leaves are
oriented horizontally (parallel to the forest floor). In the
other forest, the leaves are positioned at an angle of 60
degrees. How would the availability of light at the forest
floor differ for these two forests at noon? In which forest
would the leaves at the bottom of the canopy (lower in
the tree) receive more light at mid-morning?

3. What is the general shape of the curve that describes
the vertical attenuation of light through the plant can-
opy based on Beer’s law? Why is it not a straight line
(linear)?

4. What five major factors affect soil formation?

5. What role does weathering play in soil formation? What
factors are involved in the process of weathering?

6. Use Figure 4.10 to answer this question: Which soil
holds more moisture at field capacity: clay or sand?
Which soil holds more moisture at wilting point: clay
or sand? Which soil type has a greater availability of
water for plant uptake when the water content of the
soil is 3.0 in./ft (value on y-axis)?

7. What is the major factor distinguishing the O and A
soil horizons?

8. Why do clay soils typically have a higher cation
exchange capacity than do sandy soils?

9. How does pH influence the base saturation of a so0il?

10. Why is the process of salinization more prevalent in
arid areas? How does irrigation increase the process of
salinization in agricultural areas?

11. What soil-forming process is dominant in the wet
tropical regions? How does this process influence
the availability of nutrients to plant roots in the
A horizon?
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Further Readings
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ties of soils. 14th ed. Upper Saddle River, NJ: Prentice
Hall.

The classic introductory textbook on soils. Used for courses in
soil science.

Jenny, H. 1994. Factors of soil formation. Mineola, NY: Dover
Publications.

A well-written and accessible book by one of the pioneers in soil
science.

Kohnke, H., and D. P. Franzmeier. 1994. Soil science simpli-
fied. Prospect Heights, IL: Wavelength Press.
A well-written and illustrated overview of concepts and
principles of soil science for the general reader. Provides many
examples and applications of basic concepts.

Patton, T. R. 1996. Soils: A new global view. New Haven, CT:
Yale University Press.

Presents a new view and approach to studying soil formation at
a global scale.
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he Namib Desert, stretching for 1200 miles along

the southwest coast of Africa, is home to the high-

est sand dunes in the world. Rainfall is a rare event
in the Namib. But each morning as the Sun rises, the cool,
moist air of this coastal desert begins to warm, and the
Namib becomes shrouded in fog. And each morning, black
thumbnail-sized beetles perform one of nature’s more
bizarre behaviors (Figure 1). These tenebrionid beetles
(Stenocara spp.) upend their bodies into a handstand. The
beetle stays in this position as fog droplets collect on its
back and then gradually roll down the wing case (called
the elytra) into its mouth. By viewing the bumps on its
back (Figure 2) through an electron microscope, we can
see a wax-coated carpet of tiny nodules covering the sides
of the bumps as well as the valleys between them that aid
in channeling water from the beetle’s back to its mouth.

The tenebrionid beetles of the Namib Desert illus-

trate two important concepts: the relationship between
structure and function and how that relationship reflects
adaptations of the organism to its environment. The
structure of the beetle’s back and the beetle’s behavior

of standing on its head in the morning fog serve the
function of acquiring water, a scarce and essential
resource in this arid environment. This same set of
characteristics, however, are unlikely to be efficient for
acquiring water in the desert regions of the continen-
tal interior, where morning fog may not form; or in
wet environments, such as a tropical rain forest, where
standing pools of water are readily available.
Fundamental questions for the ecologist are: What
controls the distribution and abundance of species? What
enables a species to succeed in one environment but not
another? To the ecologist, the link between structure and
function provides the first clue. The characteristics that an
organism exhibits—its physiology, morphology (physical
structure), behavior, and lifetime pattern of development
and reproduction (life history)—reflect adaptations to its
particular environment. Each environment presents a dif-
ferent set of constraints on processes relating to survival,
growth, and reproduction. The set of characteristics that
enable an organism to succeed in one environment typi-
cally preclude it from doing equally well under a different

Figure 1 A tenebrionid beetle (Stenocara
spp.) perched upon a sand dune in the Namib
Desert of southwestern Africa.



Figure 2 Fog droplets can be seen on the wing case (elytra)
of this tenebrionid beetle.

set of environmental conditions. The different evolution-
ary solutions to life in various environments represent the
products of trade-offs. In nature, one size does not fit all.
Earth’s diverse environments are inhabited by 1.7 million
known species, which is 1.7 million different ways that
life exists on this planet.

Despite the diversity of species, all organisms (from
single-celled bacteria to the largest of all animals, the blue
whale) represent solutions to the same three basic functions
shared by all living organisms: assimilation, reproduction,
and the ability to respond to external stimuli. Organisms
must acquire energy and matter from the external environ-
ment for the synthesis of new tissue through the process of
assimilation. To maintain the continuity of life, some of the
assimilated resources (energy and matter) must be allocated
to reproduction—the production of new individuals. Finally,
organisms must be able to respond to external stimuli relat-
ing to both the physical (such as heat and humidity) and
the biotic (such as recognition of potential mates or preda-
tors) environments.

Perhaps the most fundamental constraint on life is
the acquisition of energy. It takes energy to acquire and
assimilate essential nutrients and perform the processes

associated with life—synthesis, growth, reproduction,
and maintenance. Chemical energy is generated in the
breakdown of carbon compounds in all living cells, by
the process called respiration. But the ultimate source
of energy for life on Earth is the Sun (solar energy; see
Chapter 2). Solar energy fuels photosynthesis, the pro-
cess of assimilation in green plants. By consuming plant
and animal tissues, all other organisms use energy that
comes directly or indirectly from photosynthesis. The
source that an organism derives its energy from is one
of the most basic distinctions in ecology. Organisms
that derive their energy from sunlight are referred to
as autotrophs, or primary producers. Organisms
that derive energy from consuming plant and animal
tissues and then breaking down assimilated carbon
compounds are called heterotrophs, or secondary
producers. These two modes of acquiring energy im-
pose fundamentally different evolutionary constraints;
thus, our discussion of adaptations to the environ-
ment in is divided into the subjects of autotrophs
(Chapter 6: Plant Adaptations to the Environment) and
heterotrophs (Chapter 7: Animal Adaptations to the
Environment). We will focus on adaptations relating to
the exchange of energy and matter between organ-
isms and their environment: the processes of energy,
carbon, nutrient, and water balances that govern the
survival and growth of individual organisms. The con-
cept of trade-offs is a central theme in each of these
discussions, linking the constraints imposed by different
environments (and resources) and the “solutions” re-
flected in the traits that characterize each species. But
first we will turn our attention to the topic of natural
selection (Chapter 5, Ecological Genetics: Adaptation
and Natural Selection), the unifying concept that
provides a foundation for understanding the evolu-
tion of adaptations as well as linking the patterns and
processes we will explore at the hierarchical levels of
ecological study: organisms, populations, communities,
and ecosystems.
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5 Ecological Genetics:
Adaptation and Natural Selection

(a) (b)

5.1 Adaptations Are a Product
of Natural Selection

5.2 Genes Are the Units of
Inheritance

5.3 The Phenotype Is the Physical
Expression of the Genotype

5.4 Genetic Variation Occurs at
the Level of the Population

5.5 Adaptation Is a Product of
Evolution by Natural Selection

5.6 Several Processes Can Function
to Alter Patterns of Genetic
Variation

5.7 Natural Selection Can Result
in Genetic Differentiation

5.8 Adaptations Reflect Trade-
offs and Constraints

5.9 Organisms Respond to
Environmental Variation
at the Individual and
Population Levels

Examples of variations in the structure of the hind legs of different beetles. Although
most beetles use their legs for walking, legs have been variously modified and adapted
for other uses. (a) In diving beetles of the family Dytiscidae, the last pair of legs bear
rows of long hairs that aid in swimming. (b) Dung beetles of the family Scarabaeidae
have legs that are widened and spined, which they use to fashion freshly laid dung into
huge circular structures in which the female lays a single egg. (c) The hind legs of flea
beetles (Chrysomelidae) are enlarged and adapted for jumping.
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n unusual fact of natural history is that one of every

four animals on the planet is a beetle. When the emi-

nent 19th-century British biologist J. B. S. Haldane was
asked what conclusions he could draw regarding this fact, he is
reported to have commented that God must have “an inordinate
fondness for beetles.”

There are over 330,000 species of beetles in the order
Coleoptera (the name means “sheathed wing” and refers to the
hardened and thickened forewings that function as a sheath to
cover the more delicate, membranous hind wings). Beetles have
been found almost everywhere on Earth, from the Arctic tundra
to the sand dunes of the world’s deserts (see example of tene-
brionid beetles in the introduction to Part Two). They exploit
almost every habitat and type of food.

The beetle’s diversity of habitats and food resources is par-
alleled by an equal diversity of morphology and behaviors. For
example, while most beetles use their legs for walking, legs have
been variously modified and adapted for other uses. Among
aquatic beetles, such as the diving beetles of the family Dytiscidae,
the last pair of legs bear rows of long hairs that aid in swimming.
Other beetles have legs that are widened and spined for digging.
One group of beetles in the family Scarabaeidae, the dung beetles,
use their legs to fashion freshly laid dung into huge circular struc-
tures and then roll them into an underground nest. The female
then lays a single egg in each ball of dung and then covers the
nest with more dung and soil. The hind legs of some beetles, such
as flea beetles (Chrysomelidae) and flea weevils (Curculionidae),
are enlarged and designed for jumping. These variations in the
leg structure represent adaptations—characteristics that enable
an organism to exploit a particular resource or thrive in a given
environment.

As the late evolutionary ecologist Ernst Mayr of Harvard
University so poetically wrote in the early 19th century, exam-
ples such as these served to illustrate the “wise laws that brought
about the perfect adaptation of all organisms one to another and
to their environment.” Adaptation, after all, implied design—and
design, a designer. Natural history was the task of cataloging the
creations of the divine architect. By the mid-1800s, however, a
revolutionary idea emerged that would forever change our view
of nature.

In considering the origin of species, it is quite conceiv-
able that a naturalist...might come to the conclusion that
species had not been independently created, but had de-
scended, like varieties, from other species. Nevertheless,
such a conclusion, even if well founded, would be unsat-
isfactory, until it could be shown how the innumerable
species, inhabiting this world, have been modified, so as
to acquire that perfection of structure and coadaptation
which justly excites our admiration.

The pages that followed in Charles Darwin’s The Origin of
Species, first published on November 24, 1859, altered the his-
tory of science and brought into question a view of the world
that had been held for millennia (Figure 5.1). Charles Darwin
put forward in those pages a mechanism to explain how the
diversity of organisms inhabiting our world have acquired
the features seemingly designed to enable them to survive

Figure 5.1 Charles Darwin (1809-1882).

and reproduce. He called it the theory of natural selection. Its
beauty lay in its simplicity: the mechanism of natural selection
is the simple elimination of “inferior” individuals.

5.1 Adaptations Are a Product
of Natural Selection

Stated more precisely, natural selection is the differential suc-
cess (survival and reproduction) of individuals within the popu-
lation that results from their interaction with their environment.
As outlined by Darwin, natural selection is a product of two
conditions: (1) that variation occurs among individuals within
a population in some ‘“heritable” characteristic, and (2) that this
variation results in differences among individuals in their sur-
vival and reproduction. Natural selection is a numbers game.
Darwin wrote:

Among those individuals that do reproduce, some will
leave more offspring than others. These individuals are
considered more fit than the others because they contrib-
ute the most to the next generation. Organisms that leave
few or no offspring contribute little or nothing to the suc-
ceeding generations and so are considered less fit.

The fitness of an individual is measured by the proportionate
contribution it makes to future generations. Under a given set
of environmental conditions, individuals having certain charac-
teristics that enable them to survive and reproduce, eventually
passing those characteristics on to the next generation, are se-
lected for. Individuals without those traits are selected against.
In this way, the process of natural selection results in changes
in the properties of populations of organisms over the course of
generations, by a process known as evolution.
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An adaptation is any heritable behavioral, morphological,
or physiological trait of an organism that has evolved over a
period of time by the process of natural selection such that it
maintains or increases the fitness (long-term reproductive suc-
cess) of an organism under a given set of environmental condi-
tions. The concept of adaptation by natural selection is central
to the science of ecology. The study of the relationship between
organisms and their environment is the study of adaptations.
Adaptations represent the characteristics (traits) that enable an
organism to survive, grow, and reproduce under the prevail-
ing environmental conditions. Adaptations likewise govern the
interaction of the organism with other organisms, both of the
same and different species. How adaptations enable an organ-
ism to function in the prevailing environment—and conversely,
how those same adaptations limit its ability to successfully
function in other environments—is the key to understanding
the distribution and abundance of species, the ultimate objec-
tive of the science of ecology.

5.2 Genes Are the Units
of Inheritance

By definition, adaptations are traits that are inherited—passed
from parent to offspring. So to understand the evolution of ad-
aptations, we must first understand the basis of inheritance: how
characteristics are passed from parent to offspring, and what
forces bring about changes in those same characteristics through
time (from generation to generation).

At the root of all similarities and differences among or-
ganisms is the information contained within the molecules of
DNA (deoxyribonucleic acid). You will recall from basic biol-
ogy that DNA is organized into discrete subunits—genes—that
form the informational units of the DNA molecule. A gene is
a stretch of DNA coding for a polypeptide chain (sequence of
amino acids), where one or more polypeptides make up a pro-
tein. The alternate forms of a gene are called alleles (derived
from the term allelomorphs, which in Greek means “different
form™). The process of creating proteins from the genetic code
in DNA is called gene expression. All of the DNA in a cell is
collectively called the genome.

Genes are arranged in linear order along microscopic,
threadlike bodies called chromosomes. The position occupied

Genotype

Phenotype
A: dominant/a: recessive

Phenotype
A and a codominant

&
AR

by a gene on the chromosome is called the locus (Latin for
place). In most multicellular organisms, each individual cell
contains two copies of each type of chromosome, one inherited
from its mother through the ovum and one inherited from its
father through the sperm. At any locus, therefore, every diploid
individual contains two copies of the gene—one at each corre-
sponding (homologous) position in the maternal and paternal
chromosomes (termed homologous chromosomes). These two
copies are the alleles of the gene in that individual. If the two
copies of the gene are the same, then the individual is homozy-
gous at that given locus. If the two alleles at the locus are differ-
ent, then the individual is heterozygous at the locus. The pair
of alleles present at a given locus defines the genotype of an
individual; therefore, homozygous and heterozygous are the two
main categories of genotypes.

5.3 The Phenotype Is the Physical
Expression of the Genotype

The outward appearance of an organism for a given characteris-
tic is its phenotype. The phenotype is the external, observable
expression of the genotype. When an individual is heterozy-
gous, the two different alleles may produce an individual with
intermediate characteristics; or one allele may mask the ex-
pression of the other (Figure 5.2). In the case where one allele
masks the expression of the other, the allele that is expressed
is referred to as the dominant allele, while the allele that is
masked is called the recessive allele. If the physical expression
of the heterozygous individual is intermediate between those
of the homozygotes, the alleles are said to be codominant, and
each allele has a specific value (proportional effect) that it con-
tributes to the phenotype.

Phenotypic characteristics that fall into a limited number
of discrete categories, such as the example of flower color pre-
sented in Figure 5.2, are referred to as qualitative traits. Even
though all genetic variation is discrete (in the form of alleles),
most phenotypic traits have a continuous distribution. These
traits, such as height or weight, are referred to as quantitative
traits. The continuous distribution of most phenotypic traits
occurs for two reasons: (1) most traits have more than one
gene locus affecting them, and (2) most traits are affected by
the environment. For example, if the phenotypic characteristic

Figure 5.2 Example of different modes of gene expression.
In this example, flower color is controlled by a single locus
having two alternate alleles, A and a. The A allele codes for the
production of red pigment, while the a allele does not (absence
of pigment). In the first case, heterozygous individuals (Aa) exhibit
the same phenotype as homozygous AA individuals, indicating
that A is the dominant allele. The recessive allele (a) is expressed
only in homozygous recessive (aa) individuals. In the second
case, the heterozygous individuals are intermediate in form to the
homozygotes. In this case the alleles are said to be codominant,
and each allele has a proportional effect on the phenotype.
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Genotype # of alleles for Phenotype

red pigment (flower color)

AABB 4 -

AABb 3

AaBB 3

AAbb 2

AaBb 2

aaBB 2

Aabb 1

aaBb 1

aabb 0 [ ]

Figure 5.3 Example of phenotypic characteristics controlled by
two loci. Assume that flower color is controlled by two genes, each
having two alleles (A:a and B:b). Both the A and B alleles code for

the production of red pigment, while the a and b alleles do not. There
are nine possible genotypes, with the number of alleles coding for red
pigment ranging from 4 (AABB) to O (aabb). The resulting phenotypes
fall into five categories ranging from dark red through white depending
on the number of alleles producing red pigment. The intermediate color
(two alleles for red pigment) is the most abundant class. The number
of possible phenotypes will increase as the number of loci (genes)
controlling the phenotype increases.

of flower color illustrated in Figure 5.2 is controlled by two
loci rather than a single locus (each with two alleles—A:a and
B:Db), there are nine possible genotypes (Figure 5.3). In con-
trast to the three distinct flower colors (phenotypes) produced
in the case of a single locus, there is now a range of flower
colors varying in hue between dark red and white depending on
the number of alleles coding for the production of red pigment
(see Figure 5.2). The greater the number of loci, the greater the
range of possible phenotypes.

The second factor influencing phenotypic variation is the
environment. The expression of most phenotype traits is affected
to varying degrees by the environment. Since environmental fac-
tors themselves usually vary continuously—temperature, rain-
fall, sunlight, level of predation, and so on—the environment
can cause the phenotype produced by a given genotype to vary
continuously. To illustrate this point, we can use the example
of flower color controlled by two loci presented earlier (and in
Figure 5.3). Pigment production during flower development can
be affected by temperature. If temperatures below some optimal
value or range function to reduce the expression of the A and B
alleles in the production of red pigment, fluctuations in tempera-
tures over the period of flower development in the population of
plants will function to further increase the range of flower colors
(shades between red and white) produced by the nine genotypes.
We will examine the role of gene—environment interactions in
greater detail later in Section 5.9.

5.4 Genetic Variation Occurs
at the Level of the Population

Adaptations are the characteristics of individual organisms—a
reflection of the interaction of the genes and the environment.
They are the product of natural selection. Although the process
of natural selection is driven by the success or failure of indi-
viduals, the population—the collective of individuals and their
alleles—changes through time, as individuals either succeed
or fail to pass their genes to successive generations. For this
reason, to understand the process of adaptation through natu-
ral selection, we must first understand how genetic variation is
organized within the population.

A species is rarely represented by a single continuous in-
terbreeding population. Instead, the population of a species is
typically composed of a group of subpopulations—local popula-
tions of interbreeding individuals, linked to each other in vary-
ing degrees by the movement of individuals (see Chapter 12:
Metapopulations). Thus genetic variation can occur at two hi-
erarchical levels: within subpopulations and among subpopula-
tions. When genetic variation occurs among subpopulations of
the same species, it is called genetic differentiation.

The sum of genetic information (alleles) across all individu-
als in the population is referred to as the gene pool. The gene
pool represents the total genetic variation within a population.
Genetic variation within a population can be quantified in sev-
eral ways. The most fundamental measures are allele frequency
and genotype frequency. The word frequency in this context
refers to the proportion of a given allele or genotype among all
the alleles or genotypes present at the locus in the population.

5.5 Adaptation Is a Product of
Evolution by Natural Selection

We have defined evolution as changes in the properties of
populations of organisms over the course of generations
(Section 5.1). More specifically, phenotypic evolution can be
defined as a change in the mean or variance of a phenotypic
trait across generations due to changes in allele frequencies.
In favoring one phenotype over another, the process of natural
selection acts directly on the phenotype. But in doing so, natu-
ral selection changes allele frequencies within the population.
Changes in allele frequencies from parental to offspring gen-
erations are a product of differences in relative fitness (survival
and reproduction) of individuals in the parental generation.

The work of Peter Grant and Rosemary Grant provides an
excellent documented example of natural selection. The Grants
have spent more than two decades studying the birds of the
Galdpagos Islands, the same islands whose diverse array of an-
imals so influenced the young Charles Darwin when he was the
naturalist aboard the expeditionary ship HMS Beagle. Among
other events, the Grants’ research documented a dramatic shift
in a physical characteristic of finches inhabiting some of these
islands during a period of extreme climate change.

Recall from our initial discussion in Section 5.1 that
natural selection is a product of two conditions: (1) that
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Figure 5.4 Variation in beak size (as measured by
depth) in the population of Galdpagos medium ground finch
(Geospiza fortis) on the island of Daphne Major as estimated
by individual birds sampled during 1976. The histogram
represents the number of individuals that were sampled
(y-axis) in each category (0.2 mm) of bill depth (x-axis).

The estimate of the population mean is marked by the blue
triangle.

(Adapted from Grant 1999 after Boag and Grant 1984.)
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variation occurs among individuals within a population in
some ‘“heritable” characteristic, and (2) that this variation
results in differences among individuals in their survival
and reproduction. Figure 5.4 shows variation in beak size
in Darwin’s medium ground finch (Geospiza fortis) on the
40-ha islet of Daphne Major, one of the Galdpagos Islands
off the coast of Ecuador. Heritability of beak size in this spe-
cies was established by examining the relationship between
the beak size of parents and their offspring (Figure 5.5).

Beak size is a trait that influences the feeding behavior of
these seed-eating birds. Individuals with large beaks can feed
on a wide range of seeds, from small to large, whereas indi-
viduals with smaller beaks are limited to feeding on smaller
seeds (Figure 5.6).

During the early 1970s, the island received an average rain-
fall of between 127-137 mm per year, supporting an abundance of
seeds and a large finch population (1500 birds). In 1977, however,
a periodic shift in the climate of the eastern Pacific Ocean—called
La Nifia—altered weather patterns over the Galdpagos, causing
a severe drought (see Chapter 2, Section 2.9). That season only

11.0

14 INTERPRETING ECOLOGICAL DATA
Q1. What type of data do the original measures of bill
depth represent? (See Quantifying Ecology 1.1.)

Q2. How have the original measurements of bill depth
been transformed for presentation purposes in Figure 5.4?

Q3. What is the range (maximum — minimum value) of bill
depths observed for the sample of individuals presented in
Figure 5.4? (Categories are in units of 0.2 mm.)

24 mm of rain fell. During the drought, seed production declined
drastically. Small seeds declined in abundance faster than large
seeds did, increasing the average size and hardness of seeds avail-
able (Figure 5.7). The decline in food (seed) resources resulted
in an 85 percent decline in the finch population due to mortality
and possible emigration (Figure 5.8a). Mortality, however, was
not equally distributed across the population (Figure 5.8b). Small
birds had difficulty finding food, while large birds, especially
males with large beaks, survived best because they were able to
crack large, hard seeds.

The graph in Figure 5.8b represents a direct measure of the
differences in fitness (as measured by survival) among individu-
als in the population as a function of differences in phenotypic
characteristics (beak size), the second condition for natural se-
lection. The phenotypic trait that selection acts directly upon is
referred to as the target of selection; in this example it is beak
size. The selective agent is the environmental cause of fitness
differences among organisms with different phenotypes, or in
this case, the change in food resources (abundance and size
distribution of seeds).
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Figure 5.5 The relationship between the beak depth
(size) of offspring and their parents in the medium ground
finch (G. fortis) population on Daphne Major. The x-axis
represents midparent beak depth, which is the average beak
depth for the two parent birds. The y-axis is the average
beak depth of their offspring. The slope of the relationship
(represented by the lines) is the estimate of heritability.
The 