N ) Pearson New International Edition

- Ecology: The Experimental Analysis
of Distribution and Abundance

Charles J. Krebs

Sixth Edition

ALWAYS LEARNING PEARSON



Pearson New International Edition

Ecology: The Experimental Analysis
of Distribution and Abundance
Charles J. Krebs
Sixth Edition

PEARSON



Pearson Education Limited

Edinburgh Gate

Harlow

Essex CM20 2JE

England and Associated Companies throughout the world

Visit us on the World Wide Web at: www.pearsoned.co.uk

© Pearson Education Limited 2014

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted
in any form or by any means, electronic, mechanical, photocopying, recording or otherwise, without either the
prior written permission of the publisher or a licence permitting restricted copying in the United Kingdom
issued by the Copyright Licensing Agency Ltd, Saffron House, 6—10 Kirby Street, London EC1N 8TS.

All trademarks used herein are the property of their respective owners. The use of any trademark

in this text does not vest in the author or publisher any trademark ownership rights in such

trademarks, nor does the use of such trademarks imply any affiliation with or endorsement of this
book by such owners.

ISBN 10: 1-292-02627-8
PEARSON ISBN 13: 978-1-292-02627-5

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Printed in the United States of America



P EARS ON C UsSTOWM L 1 B R ARY

Table of Contents

Glossary
Charles J. Krebs 2

1. Introduction to the Science of Ecology
Charles J. Krebs 14

2. Evolution and Ecology
Charles J. Krebs 28

3. Behavioral Ecology
Charles J. Krebs 42

4. Analyzing Geographic Distributions
Charles J. Krebs 60

5. Factors That Limit Distributions I: Biotic
Charles J. Krebs 69

6. Factors That Limit Distributions II: Abiotic
Charles J. Krebs 89

7. Distribution and Abundance
Charles J. Krebs 109

8. Population Parameters and Demographic Techniques
Charles J. Krebs 121

9. Population Growth
Charles J. Krebs 150

10. Species Interactions I: Competition
Charles J. Krebs 173

11. Species Interactions II: Predation
Charles J. Krebs 198

12. Species Interactions III: Herbivory and Mutualism
Charles J. Krebs 220



13. Species Interactions I'V: Disease and Parasitism
Charles J. Krebs

14. Regulation of Population Size
Charles J. Krebs

15. Applied Problems I: Harvesting Populations
Charles J. Krebs

16. Applied Problems II: Pest Control
Charles J. Krebs

17. Applied Problems III: Conservation Biology
Charles J. Krebs

18. Community Structure in Space: Biodiversity
Charles J. Krebs

19. Community Structure in Time: Succession
Charles J. Krebs

20. Community Dynamics I: Predation and Competition in Equilibrial Communities

Charles J. Krebs

21. Community Dynamics II: Disturbance and Nonequilibrium Communities

Charles J. Krebs

22. Ecosystem Metabolism I: Primary Production
Charles J. Krebs

23. Ecosystem Metabolism II: Secondary Production
Charles J. Krebs

24. Ecosystem Metabolism III: Nutrient Cycles
Charles J. Krebs

25. Ecosystem Dynamics under Changing Climates
Charles J. Krebs

26. Ecosystem Health and Human Impacts
Charles J. Krebs

Appendix: A Primer on Population Genetics
Charles J. Krebs

Appendix: Instantaneous and Finite Rates
Charles J. Krebs

Appendix: Species Diversity Measures of Heterogeneity
Charles J. Krebs

Bibliography

Charles J. Krebs

246

270

291

313

337

363

388

415

439

465

489

512

536

555

579

581

584

587



Index

631









1

|
' Glossary

abiotic factors characterized by the
absence of life; include temperature,
humidity, pH, and other physical
and chemical influences.

absolute density the number of indi-
viduals per unit area or per unit
volume.

abundance the number or biomass of
organisms of a particular species in
a general area.

actual evapotranspiration the actual
amount of water that is used by and
evaporates from a plant community
over a given time period, largely de-
pendent on the available water and
the temperature.

adaptation any alteration in the struc-
ture or function of an organism by
which the organism becomes better
able to survive and multiply in its
environment.

additive effects reproduction or mor-
tality that simply adds or subtracts
the individuals to the current popu-
lation; opposite of compensatory
effects.

aggregation coming together of or-
ganisms into a group, as in locusts.

aggregative response the response of
predators or parasitoids to concen-
trate their foraging in an area of
dense prey species.

Allee effects population growth rates
that decrease below replacement
level at low population density, po-
tentially leading to extinction.

allele one of a pair of characters that
are alternative to each other in in-
heritance, being governed by genes
situated at the same locus in ho-
mologous chromosomes.

allelopathy organisms that alter the
surrounding chemical environment
in such a way as to prevent other
species from using it, typically with
toxins or antibiotics.

ambient energy hypothesis the idea
that species diversity is governed by
the amount of energy falling on an
area.

apex predator in a food chain, it is the
highest trophic level. Apex preda-
tors do not have other predators
feeding on them within the food
web.

aposematic warning coloration, indi-
cating to a predator that this prey is
poisonous or highly defended
against attack.

apparent competition two species
who do not share any resources but
whose numbers change in relation
to one another because of an indi-
rect effect of a third species, typi-
cally a shared predator or natural
enemy.

association major unit in community
ecology, characterized by essential
uniformity of species composition.

autotroph organism that obtains en-
ergy from the sun and materials
from inorganic sources; contrast
with heterotroph. Most plants are
autotrophs.

balance of nature the belief that natu-
ral populations and communities
exist in a stable equilibrium and
maintain that equilibrium in the
absence of human interference.

barriers any geographic feature that
hinders or prevents dispersal or
movement across it, producing
isolation.

basal metabolic rate the amount of
energy expended by an animal
while at rest in a neutral temperate
environment, in the post-absorptive
(fasting) state; the minimum rate of
metabolism.

big-bang reproduction offspring are
produced in one burst rather than
in a repeated manner.

biodiversity the number of species in
a community or region, which may
be weighted by their relative abun-
dances; also used as an umbrella
concept for total biological diversity
including genetic diversity within a
species, species diversity (as used
here), and ecosystem diversity at the

community or ecosystem level of
organization.

bioelements the chemical elements
that move through living
organisms.

biogeochemical cycles the movement
of chemical elements around an
ecosystem via physical and biologi-
cal processes.

biogeography the study of the geo-
graphical distribution of life on
Earth and the reasons for the pat-
terns one observes on different con-
tinents, islands, or oceans.

biological control the reduction of
pests by the introduction of preda-
tors, parasites, or pathogens; by ge-
netic manipulations of crops or
pests; by sterilization of pests; or by
mating disruption using
pheromones.

biomanipulation the management
practice of using a trophic cascade
to restore lakes to a clear water con-
dition by removing herbivorous or
planktivorous fishes or by adding
piscivorous (predatory) fishes to a
lake.

biomass the mass or weight of living
matter in an area.

biosphere the whole-earth ecosystem,
also called the ecosphere.

biota species of all the plants and ani-
mals occurring within a certain area
or region.

biotic factors environmental influ-
ences caused by plants or animals;
opposite of abiotic factors.

bottom-up model the idea that com-
munity organization is set by the ef-
fects of plants on herbivores and
herbivores on carnivores in the food
chain.

bryophytes plants in the phylum
Bryophyta comprising mosses, liver-
worts, and hornworts.

Calvin-Benson cycle the series of bio-
chemical reactions that takes place
in the stroma of chloroplasts in
photosynthetic organisms and
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results in the first step of carbon fix-
ation in photosynthesis.

cannibalism an animal that feeds on
others of the same species.

carnivores animals that eat mainly
flesh from other animals; contrast
with herbivore.

catastrophic agents term used by
Howard and Fiske (1911) to de-
scribe agents of destruction in
which the percentage of destruction
is not related to population density;
synonymous with density-
independent factors.

character displacement the diver-
gence in morphology between simi-
lar species in the region where the
species both occur, but this diver-
gence is reduced or lost in regions
where the species’ distributions do
not overlap; presumed to be caused
by competition.

climatic climax the final equilibrium
vegetation for a site that is dictated
by climate and toward which all
successions are proceeding, accord-
ing to Frederic Clements.

climax community the final equilib-
rium community toward which suc-
cession moves.

climax-pattern hypothesis the view
that climax communities grade into
one another and form a continuum
of climax types that vary gradually
along environmental gradients.

closed population in population esti-
mation, a population that is not
changing in size during the interval
of study, having no natality, mortal-
ity, immigration, or emigration.

coarse-grained habitat from a particu-
lar species’ point of view a habitat is
coarse grained if it spends its life in
one fragment of habitat and cannot
move easily to another patch.

coevolution the evolution of two or
more species that interact closely
with one another, with each species
adapting to changes in the other.

cohort life table a life table that fol-
lows a group of organisms from ger-
mination, birth, or hatching to the
death of the last individual.

common garden an experimental de-
sign in plant ecophysiology in
which a series of plants from differ-
ent areas are brought together and
planted in one area, side by side, in
an attempt to determine which fea-

GLOSSARY

tures of the plants are genetically
controlled and which are environ-
mentally determined.

community a group of populations
living in the same area or habitat.

community structure the species com-
position of an ecological commu-
nity including the abundance of all
the populations in the community.

compartment any component of
study for an analysis of nutrient cy-
cling, such as a lake, a species of
plant, or a functional group of ni-
trogen fixers, measured by its stand-
ing crop or amount of nutrient.

compartment model a type of box-
and-arrow model of diseases in
which each compartment contains a
part of the system that can be mea-
sured and the compartments are
linked by flows between them; each
compartment typically has an input
from some compartments and an
output to other compartments.

compensation point for plants the
equilibrium point at which photo-
synthesis equals respiration.

compensatory effects reproduction or
mortality that does not add or sub-
tract the individuals to the current
population but only replaces other
individuals with no change in pop-
ulation size; opposite of additive
effects.

competition occurs when a number of
organisms of the same or different
species utilize common resources
that are in short supply
(exploitation) or when the organisms
harm one another in the process of
acquiring these resources
(interference).

competitive exclusion principle
complete competitors cannot coex-
ist; also called Gause’s hypothesis.

connectance used to describe food
web complexity; the fraction of po-
tential interactions in a food web
that actually exist.

continental climates the product of
weather systems over large land-
masses that result in cold winters
and warm summers, not influenced
by the large ocean masses, typically
in temperate and polar latitudes.

control in an experimental design a
control is a treatment or plot in
which nothing is changed so that it
serves as a baseline for comparison

with the experimental treatments to
which something is typically added
or subtracted.

cost-benefit analysis an assessment
to determine whether the cost of an
activity is less than the benefit that
can be expected from the activity.

crassulacean acid metabolism (CAM)
a form of photosynthesis in which
the two chemical parts of photosyn-
thesis are separated in time because
CO, is taken up at night through
the stomata (which are then closed
during the day) and fixed to be used
later in the day to complete photo-
synthesis carbon fixation; an adap-
tation used by desert plants to
conserve water.

critical load the amount of a nutrient
such as nitrogen that can be ab-
sorbed by an ecosystem without
damaging its integrity.

cultural control the reduction of pest
populations by agricultural manip-
ulations involving crop rotation,
strip cropping, burning of crop
residues, staggered plantings, and
other agricultural practices.

declining-population paradigm the
focus of this approach is on detect-
ing, diagnosing, and halting a pop-
ulation decline by finding the
causal factors affecting the
population.

deme interbreeding group in a popu-
lation; also known as local
population.

demographic stochasticity the ran-
dom variation in birth and death
rates that can lead by chance to
extinction.

demographic transition the change in
human populations from the two
zero-population-growth states of
high birth and high death rates to
low birth and low death rates.

density number of organisms per unit
area or per unit volume.

density-dependent rate as population
density rises, births or immigration
decrease or deaths or emigration in-
crease, and consequently a graph of
population density versus the rate
will have a positive or negative
slope.

density-independent rate as popula-
tion density rises, the rate does not
change in any systematic manner,
so that a graph of population



density versus the rate will have a
slope of zero.

determinate layers birds that lay a
fixed number of eggs no matter
what occurs.

deterministic extinctions losses of
species due to the removal of an es-
sential resource.

deterministic models mathematical
models with a fixed outcome, mod-
els that give the same answer every
time they are repeatedly run with a
fixed set of parameters; opposite of
stochastic model.

detritus the plant production not con-
sumed by herbivores.

developmental response the increas-
ing intake rate of prey items by an
organism that is growing in size as
it develops.

dilution rate general term to describe
the rate of additions to a popula-
tion from birth and immigration.

directional selection natural selection
that favors traits either above or be-
low the average of the population,
so that over time the average moves
in one direction.

disease a pathological condition of an
organism resulting from various
causes, such as an infection, a ge-
netic disorder, or environmental
stress, with specific symptoms.

dispersal the movement of individu-
als away from their place of birth or
hatching or seed production into a
new habitat or area to survive and
reproduce.

disruptive selection natural selection
that favors extreme trait values
rather than intermediate values so
that over time extreme traits be-
come more common.

disturbance any short-lived strong dis-
ruption to an ecological population
or community, such as a fire, flood,
windstorm, or earthquake.

dominant species common species of
large biomass or numbers in a
community.

dynamic pool models a model to pre-
dict maximum sustained yield
based on detailed population infor-
mation on growth rates, natural
mortality, and fishing mortality;
contrast with logistic-type model.

dynamic stability hypothesis for food
chain length suggests that higher
trophic levels are less stable than

GLOSSARY

lower trophic levels and past a cer-
tain point the longer chains go
extinct.

dynamics in population ecology, the
study of the reasons for changes in
population size; contrast with
statics.

ecological footprint the total land
and water area that is appropriated
by a nation or a city to produce all
the resources it consumes and to
absorb all the waste it generates.

ecological longevity average length of
life of individuals of a population
under stated conditions.

ecological specialization model a
proposed explanation for Hanski's
Rule, which postulates that species
that exploit a wide range of re-
sources become both widespread
and common; these species are gen-
eralists; also called Brown’s model.

ecosystem biotic community and its
abiotic environment; the whole
Earth can be considered as one large
ecosystem.

ecosystem services all the processes
through which natural ecosystems
and the biodiversity they contain
help sustain human life on
Earth.

ecotone transition zone between two
diverse communities (e.g., the
tundra-boreal forest ecotone).

ecotype a genetic subspecies or race of
a plant or animal species that is
adapted to a specific set of environ-
mental conditions such as tempera-
ture or salinity.

edaphic pertaining to the soil.

effective population size a popula-
tion genetic concept of the number
of breeding individuals in an ideal-
ized population that would main-
tain the existing genetic variability;
it is typically much less than the ob-
served population size.

Eltonian pyramid abundance or bio-
mass of successive trophic levels of
an ecosystem, illustrating the im-
pact of energy flows through succes-
sive trophic transfers.

emigration the movement of individ-
uals out of an area occupied by the
population, typically the site of
birth or hatching.

endemic phase for locusts and other
organisms that show outbreaks, the
phase of low numbers when indi-

viduals are difficult to find in the
field.

endemic species species that occur
in one restricted area but in no
other.

energetic hypothesis for food chain
length, postulates that higher
trophic levels are restricted by the
limited efficiency of energy transfer
along the chain.

environment all the biotic and abiotic
factors that actually affect an indi-
vidual organism at any point in its
life cycle.

environmental heterogeneity
variation in space in any environ-
mental parameter such as soil pH or
tree cover.

environmental stochasticity variation
in population growth rates imposed
by changes in weather and
biotic factors, as well as natural
catastrophes such as floods and
hurricanes.

epidemic phase for locusts and other
species that show rapid increases to
high density, the phase of high
numbers and maximum damage;
contrast with endemic phase.

epidemiology branch of medicine
dealing with epidemic diseases.

epipelic algae algae living in or on the
sediments of a body of water.

equilibrium model of community or-
ganization the global view that
ecological communities are rela-
tively constant in composition and
are resilient to disturbances.

equitability evenness of distribution
of species abundance patterns; max-
imum equitability occurs when all
species are represented by the same
number of individuals.

eutrophic lake a highly productive
lake with dense phytoplankton, typ-
ically with green water.

eutrophic soils soils with high nutri-
ent levels, mostly recent and often
volcanic in origin.

eutrophication the process by which
lakes are changed from clear water
lakes dominated by green algae into
murky lakes dominated by blue-
green algae, typically caused by nu-
trient runoffs from cities or
agriculture.

evapotranspiration sum total of water
lost from the land by evaporation
and plant transpiration.



experiment test of a hypothesis. It can
be observational (observe the sys-
tem) or manipulative (perturb the
system). The experimental method
is the scientific method.

experimental analysis an approach to
studying population regulation that
relies on the manipulation of popu-
lations rather than simple observa-
tion of changes used in key factor
analysis.

facilitation helping another organism,
providing positive feedback in a
population interaction.

facilitation model the classic view
that succession proceeds via one
species helping the next species in
the sequence to establish.

fact particular truth of the natural
world. Philosophers endlessly
discuss what a fact is. Ecologists
make observations, which may
be faulty; consequently, every
observation is not automatically
a fact.

facultative agents term used by
Howard and Fiske (1911) to de-
scribe agents of destruction that in-
crease their percentage of
destruction as population density
rises; synonymous with density-
dependent factors.

fecundity an organism'’s potential re-
productive capacity over a period of
time, measured by the number of
gametes produced.

feeding guilds organisms that eat
the same general foods, such as
seed-eaters.

fertility the actual number of viable
offspring produced by an organism
over a period of time, equivalent to
realized fecundity.

fertility schedule the age-specific re-
productive output per individual.

field metabolic rate the amount of
energy used per unit of time by an
organism under normal conditions
of life in a natural ecosystem.

fine-grained habitat from a particular
species’ point of view, a habitat is
fine grained if it moves freely
from one patch to another at no
cost.

First Principle of Population Regula-
tion no closed population stops in-
creasing unless either the per capita
birth rate or death rate is density de-
pendent.

GLOSSARY

fitness the ability of a particular geno-
type or phenotype to leave descen-
dants in future generations, relative
to other organisms.

flux rate the rate of flow of nutrients
or biomass from one compartment
to another.

food chain the transfer of energy and
materials from plants to herbivores
to carnivores.

food web a linked set of food chains
that most often resemble a web.

frost drought for plants a shortage of
water in winter when the ground is
frozen so no water can be taken up
by the roots and yet air temperature
is high enough that plants attempt
to photosynthesize.

functional group a group of species
that perform the same function in a
community.

functional response the change in the
intake rate of a predator in relation
to the density of its prey species.

fundamental niche the ecological
space occupied by a species in the
absence of competition and other bi-
otic interactions from other species.

Gause's hypothesis complete com-
petitors cannot coexist; also called
the competitive exclusion principle.

gene flow the movement of alleles of
genes in space and time from one
population to another.

genecology study of population ge-
netics in relation to the habitat con-
ditions; the study of species and
other taxa by the combined meth-
ods and concepts of ecology and
genetics.

generalist predators predators that eat
a great variety of prey species.

generalists species that eat a variety of
foods or live in a variety of habitats;
contrast to specialists.

genet a unit of genetically identical in-
dividuals, derived by asexual repro-
duction from a single original
zygote.

genetic stochasticity any potential
loss of genetic variation due to in-
breeding or genetic drift (the non-
random assortment of genes during
reproduction).

genotype entire genetic constitution
of an organism; contrast with
phenotype.

genotypic under the control of the ge-
netic endowment of an individual.

global nutrient cycles nutrient cycles
that operate at very large scales over
much of the Earth because the nu-
trients are volatile, such as oxygen.

global stability occurs when a com-
munity can recover from any distur-
bance, large or small, and go back
to its initial configuration of species
composition and abundances; com-
pare with neighborhood stability.

gradocoen totality of all factors that
impinge on a population, including
biotic agents and abiotic factors.

grazing facilitation the process of one
herbivore creating attractive feeding
conditions for another herbivore so
there is a benefit provided to the
second herbivore.

green world hypothesis the proposed
explanation for the simple observa-
tion that the world is green, that
herbivores are held in check by their
predators, parasites, and diseases,
although other explanations have
been suggested.

greenhouse effect the process in
which the emission of infrared
(long-wave) radiation by the atmos-
phere warms a planet’s surface.

greenhouse gases gases present in the
Earth’s atmosphere that reflect in-
frared radiation back to Earth, thus
warming it. The most important
ones affected by humans are carbon
dioxide, methane, nitrous oxide,
and chlorofluorocarbons. Water va-
por also acts as a greenhouse gas.

gross primary production the energy
or carbon fixed via photosynthesis
per unit time.

gross production production before
respiration losses are subtracted;
photosynthetic production for
plants and metabolizable produc-
tion for animals.

gross productivity the assimilation
rate of an animal, which includes
all the digested energy less the uri-
nary waste.

group selection natural selection for
traits that favor groups within a
species irrespective of whether the
traits favor individuals or not.

growth form morphological cate-
gories of plants, such as trees,
shrubs, and vines.

guild a group of species that exploit a
common resource base in a similar
fashion.



habitat a particular environment in
which a species lives, or broadly
speaking the biotic environment
occupied by an individual or
population.

habitat selection the behavioral ac-
tions of organisms (typically ani-
mals) in choosing the areas in
which they live and breed.

handling time the time utilized by a
predator to consume an individual
prey item.

Hanski’s Rule the generalization that
there is a positive relationship be-
tween distribution and abundance,
such that abundant species have
wide geographical ranges.

harvest method the measurement of
primary production by clipping the
vegetation at two successive times.

herbivore an animal that eats plants
or parts of plants; contrast with
carnivore.

herbivory the eating of parts of plants
by animals, not typically resulting
in plant death.

heterogeneity the distribution of rela-
tive abundance among the species.

heterotroph organism that obtains
energy and materials by eating
other organisms; contrast with
autotroph.

homeostasis maintenance of con-
stancy or a high degree of unifor-
mity in an organism’s functions or
interactions of individuals in a pop-
ulation or community under chang-
ing conditions; results from the
capabilities of organisms to make
adjustments.

homeothermic pertaining to warm-
blooded animals that regulate their
body temperature; contrast with
poikilothermic.

host organism that furnishes food,
shelter, or other benefits to another
organism of a different species.

hotspots of biodiversity areas of the
Earth that contain many endemic
species (typically 1500) and as such
are of important conservation value.

hydrophyte plant that grows wholly
or partly immersed in water; com-
pare with xerophyte and mesophyte.

hypothesis universal proposition that
suggests an explanation for some
observed ecological situation.

hypoxia lack of oxygen, typically in
lakes or parts of an ocean basin in
which excessive primary production

GLOSSARY

is broken down by bacteria and
other decomposers, using up all the
oxygen in the water.

ideal despotic distribution a theoreti-
cal spatial spread of members of a
population in which the competi-
tive dominant “aggressive” individ-
uals take up the best resources or
territories, and less competitive in-
dividuals take up areas or resources
in direct relationship to their domi-
nance status.

ideal free distribution a theoretical
spatial spread of members of a pop-
ulation in which individuals take
up areas with equal amounts of re-
sources in relation to their needs, so
all individuals do equally well (the
polar opposite to the ideal despotic
distribution).

immigration the movement of organ-
isms into an area.

immunocontraception the use of ge-
netic engineering to insert genes
that stimulate the immune system
of a vertebrate to reject sperm or
eggs, thus causing infertility.

incidence functions the fraction of
patches of a given size occupied by
a breeding population of a particu-
lar species.

indeterminate layers birds that con-
tinue to lay eggs until the nest is
full, thus compensating for any egg
removals.

index of similarity ratio of the number
of species found in common in two
communities to the total number of
species that are present in both.

indifferent species species occurring
in many different communities; are
poor species for community
classification.

individual optimization hypothesis
that each individual in a population
has its own optimal clutch size, so
that not all individuals are identical.

inducible defenses plant defense
methods that are called into action
once herbivore attack occurs and
are nearly absent during periods of
no herbivory.

inhibition model succession proceeds
via one species trying to stop the
next species in the sequence from
establishing.

initial floristic composition the
model of succession of who-gets-
there-first wins, part of the inhibi-
tion model.

insect parasitoids insects that lay their
eggs in or on the host species, so
that the larvae enter the host and
kill it by consuming it from the in-
side.

integrated pest management (IPM)
the use of all techniques of control
in an optimal mix to minimize pes-
ticide use and maximize natural
controls of pest numbers.

interactive herbivore system plant-
herbivore interactions in which
there is feedback from the herbi-
vores to the plants so that herbi-
vores affect plant production and
fitness.

intermediate disturbance hypothesis
the idea that biodiversity will be
maximal in habitats that are subject
to disturbances at a moderate level,
rather than at a low or high level.

interspecific between two or more dif-
ferent species.

interspecific competition
competition between members of
different species.

intransitive competition a competitive
network that never reaches a fixed
endpoint because A replaces B and
B replaces C but C can replace A.

intraspecific between individuals of
the same species.

intrinsic capacity for increase (r)
measure of the rate of increase of a
population under controlled condi-
tions, with fixed birth and death
rates; also called innate capacity for
increase.

irruption a rapid increase in a popula-
tion, often after being introduced to
a new area, followed by a collapse
that may be rapid or prolonged and
may result in a convergent oscilla-
tion to a lower equilibrium density.

isocline a contour line in graphical
presentations of mathematical
models in which some parameter is
equal all along the line.

isotherm line drawn on a map or
chart connecting points with the
same temperature at a particular
time or over a certain period.

key factor analysis a systematic ap-
proach using life tables to deter-
mine the factors responsible for the
regulation and fluctuation of
populations.

keystone species relatively rare species
in a community whose removal
causes a large shift in the structure



of the community and the extinc-
tion of some species.

kin selection the evolution of traits
that increase the survival, and ulti-
mately the reproductive success, of
one’s relatives.

Krantz anatomy the particular type of
leaf anatomy that characterizes C,
plants; plant veins are encased by
thick-walled photosynthetic bundle-
sheath cells that are surrounded by
thin-walled mesophyll cells.

K-selection the type of natural selec-
tion experienced by organisms that
live at carrying capacity or maximal
density in a relatively stable
environment.

Lack clutch size the clutch size at
which productivity is maximal for
the population.

Lack’s hypothesis that clutch size in
birds is determined by the number
of young that parents can provide
with food.

Leslie matrix model a method of cast-
ing the age-specific reproductive
schedule and the age-specific mor-
tality schedule of a population in
matrix form so that predictions of
future population change can be
made.

Liebig's law of the minimum the gen-
eralization first stated by Justus von
Liebig that the rate of any biological
process is limited by that factor in
least amount relative to require-
ments, so there is a single limiting
factor.

life table the age-specific mortality
schedule of a population.

limiting factor a factor is defined as
limiting if a change in the factor
produces a change in average or
equilibrium density.

littoral shallow-water zone of lakes or
the sea, with light penetration to
the bottom; often occupied by
rooted aquatic plants.

local nutrient cycles nutrient cycles
that are confined to small regions
because the elements are non-
volatile, such as the phosphorus
cycle.

local population see deme.

local population model a proposed
explanation for Hanski’s Rule,
which assumes that species differ in
their capacity to disperse, and if the
environment is divided into
patches, some species will occupy

GLOSSARY

more local patches than others as a
function of their dispersal powers.

local stability occurs when communi-
ties recover from only small distur-
bances and return to their former
configuration of species composi-
tion and abundances.

logistic equation model of popula-
tion growth described by a symmet-
rical S-shaped curve with an upper
asymptote.

logistic-type model type of optimum-
yield model in which the yield is
predicted from an overall descrip-
tive function of population growth
without a separate analysis of the
components of mortality, recruit-
ment, and growth; contrast with
dynamic pool model.

log-normal distribution the statistical
distribution that has the shape of a
normal, bell-shaped curve when the
x-axis is expressed in a logarithmic
scale rather than an arithmetic
scale.

loss rate general term to describe
the rate of removal of organisms
from a population by death and
emigration.

Lotka-Volterra equations the set of
equations that describe competition
between organisms for food or
space; another set of equations de-
scribes predator-prey interactions

lottery competition a type of interfer-
ence competition in which an indi-
vidual’s chances of winning or
losing are determined by who gets
access to the resource first.

macroparasites large multicellular or-
ganisms, typically arthropods or
helminths, which do not multiply
within their definitive hosts but in-
stead produce transmission stages
(eggs and larvae) that pass into the
external environment.

marine protected area a national park
in the ocean where fishing is re-
stricted or eliminated for the pur-
pose of protecting populations
from overharvesting.

match-mismatch hypothesis the idea
that population regulation in many
fish is determined in the early juve-
nile stages by food supplies, so that
if eggs hatch at the same time that
food is abundant, many will sur-
vive, but if eggs hatch when food is
scarce, many will die.

matrix models a family of models of
population change based on matrix
algebra, with the Leslie matrix
model being the best known.

maximum economic rent the desired
economic goal of any exploited re-
source, measured by total revenues
- total costs.

maximum reproduction the theory
that natural selection will maximize
reproductive rate, subject to the
constraints imposed by feeding and
predator avoidance.

maximum sustained yield (MSY) the
predicted yield that can be taken
from a population without the re-
source collapsing in the short or
long term.

mean length of a generation the aver-
age length of time between the birth
of a female and her offspring.

mechanism a biological process that
explains some phenomenon.

mesic moderately moist.

mesophyte plant that grows in envi-
ronmental conditions that include
moderate moisture conditions.

mesopredators secondary consumers
(e.g., carnivores) in a food chain
that are fed upon by tertiary con-
sumers such as apex predators.

metabolic theory of ecology an at-
tempt to derive patterns of individ-
ual performance, population, and
ecosystem dynamics from the fun-
damental observation that the
metabolic rate of individuals is re-
lated to body size and temperature.

metapopulations local populations in
patches that are linked together by
dispersal among the patches, driven
by colonization and extinction
dynamics.

microparasites small pathogenic or-
ganisms, typically protozoa, fungi,
bacteria, or viruses, that can cause
disease.

minimum viable population (MVP)
the size of a population in terms of
breeding individuals that will
ensure at some specified level of
risk continued existence with eco-
logical and genetic integrity.

model verbal or mathematical state-
ment of a hypothesis.

modular organisms organisms that
have an indefinite growth form,
such as plants or corals.

monoclimax hypothesis the classic
view of Frederic Clements that all



vegetation in a region converges ul-
timately to a single climax plant
community.

monogamy mating of an animal with
only one member of the opposite
Sex.

morphology study of the form, struc-
ture, and development of
organisms.

mortality the death of organisms in a
population.

multivoltine refers to an organism
that has several generations during
a single season; contrast with
univoltine.

mutualism a relationship between two
organisms of different species that
benefits both and harms neither.

mycorrhizae a mutually beneficial as-
sociation of a fungus and the roots
of a plant in which the plant’s min-
eral absorption is enhanced and the
fungus obtains nutrients from the
plant.

natality birth or germination or hatch-
ing; reproductive output of a
population.

natural control the limitation of pest
populations by predators, para-
sitoids, parasites, diseases, and
weather in the absence of chemical
control.

natural selection the process in nature
by which only the organisms best
adapted to their environment tend
to survive and transmit their genetic
characteristics to succeeding genera-
tions while those less adapted tend
to be eliminated.

neighborhood stability also called
local stability, the ability of a com-
munity to return to its former con-
figuration after a small disturbance.

nested subsets a sequence of habitat
patches, ordered by size, is nested if
all the species in the smaller patches
are also included in the larger
patches.

net primary production the energy
(or carbon) fixed in photosynthesis
minus the energy (or carbon) lost
via respiration per unit time.

net production production after respi-
ration losses are subtracted.

net reproductive rate (R,) the average
number of offspring produced per
female or reproductive unit.

niche the ecological space occupied by
a species, and the occupation of the
species in a community.

GLOSSARY

niche breadth a measurement of the
range of resources utilized by a
species.

niche overlap a measure of how much
species overlap with one another in
the use of resources.

nonequilibrium model of community
organization the global view that
ecological communities are not
constant in their composition be-
cause they are always recovering
from biotic and abiotic disturbances,
never reaching an equilibrium.

noninteractive herbivore system
plant-herbivore interactions in
which there is no feedback from the
herbivores to the plants.

numerical response the change in the
numbers or density of a predator in
relation to changes in the density of
its prey species.

obligate predator or parasite that is re-
stricted to eating a single species of
prey.

oligochaetes any of a class or order
(Oligochaeta) of hermaphroditic
terrestrial or aquatic annelids lack-
ing a specialized head; includes
earthworms.

oligotrophic lake an unproductive,
clear-water lake with a low density
of phytoplankton.

oligotrophic pattern soils of very low
nutrient levels that are common in
tropical areas and regions with geo-
logically old, highly eroded soils
with most of the nutrients in the lit-
ter layer.

omnivore an animal that feeds on
both plants and animals in a food
chain.

open population in population esti-
mation, a population that has na-
tality, mortality, immigration, or
emigration during the interval of
study.

optimal defense hypothesis the idea
that plants allocate defenses
against herbivores in a manner that
maximizes individual plant fitness,
and that defenses are costly to
produce.

optimal foraging any method of
searching for and obtaining food
that maximizes the relative benefit.

optimal foraging theory a detailed
model of how animals should for-
age to maximize their fitness.

optimal group size the size that re-
sults in the largest relative benefit.

optimality models models that as-
sume natural selection will achieve
adaptations that are the best possi-
ble for each trait in terms of survival
and reproduction.

optimum yield amount of material
that can be removed from a popula-
tion to maximize biomass (or num-
bers, or profit, or any other type of
“optimum”) on a sustained basis.

ordination process by which plant or
animal communities are ordered
along a gradient.

overcompensation hypothesis the
idea that a small amount of grazing
will increase plant growth and fit-
ness rather than cause harm to the
plant.

paradox of the plankton the problem
of understanding how many phyto-
plankton species that have the same
basic requirements can coexist in a
community without competitive
exclusion.

parasite an organism that grows,
feeds, or is sheltered on or in a dif-
ferent organism while harming its
host.

parasitoid an insect that completes
larval development in another in-
sect host.

parthenogenesis development of the
egg of an organism into an embryo
without fertilization.

patch any discrete area, regardless of
size.

pesticide any chemical that kills a
plant or animal pest.

pesticide suppression the reduction
of pest populations with herbicides,
fungicides, insecticides, or other
chemical poisons.

Petersen method a population esti-
mation procedure based on two pe-
riods of mark-and-recapture.

phenology study of the periodic (sea-
sonal) phenomena of animal and
plant life and their relations to the
weather and climate (e.g., the time
of flowering in plants).

phenotype expression of the charac-
teristics of an organism as deter-
mined by the interaction of its genic
constitution and the environment;
contrast with genotype.

photoperiodism the physiological re-
sponses of plants and animals to
the length of day.

photosynthesis the series of chemical
reactions in plants that results in



the fixation of carbon from CO,
into some form of carbohydrate.
photosynthetically active radiation
(PAR) that part of the solar radia-
tion spectrum in the range 0.4 to
0.7 ym that can be used for photo-
synthesis by green leaves.
physiological ecology the subdisci-
pline of ecology that studies the
biochemical, physical, and mechan-
ical adaptations and limitations of
plants and animals to their physical
and chemical environments.
physiological longevity maximum
life span of individuals in a popula-
tion under specified conditions; the
organisms die of senescence.
phytoplankton plant portion of the
plankton; the plant community in
marine and freshwater environ-
ments that floats free in the water
and contains many species of algae
and diatoms.

Plant Apparency Theory the hypothe-
sis that herbivores attack plants that
are highly visible and common,
and the more apparent a plant is to
herbivores, the more it must invest
in defensive chemicals and
structures.

plant stress hypothesis the idea that
herbivores prefer to attack stressed
plants, which produce leaves that
are higher in nitrogen.

plant vigor hypothesis the idea that
herbivores prefer to attack fast-
growing, vigorous plants rather
than slow-growing, stressed plants.

poikilothermic of or pertaining to
cold-blooded animals, organisms
that have no rapidly operating heat-
regulatory mechanism; contrast
with homeothermic.

polyandry mating of a single female
animal with several males.

polyclimax hypothesis the view of
Whittaker that there are several dif-
ferent climax vegetation communi-
ties in a region governed by many
environmental factors.

polygyny mating of one male animal
with several females.

pool the amount of nutrient or bio-
mass in a compartment.

population a group of organisms of
the same species occupying a partic-
ular space at a particular time.

population regulation the general
problem of what prevents popula-
tions from growing without limit,

GLOSSARY

and what determines the average
abundance of a species.

potential evapotranspiration the the-
oretical depth of water that would
evaporate from a standard flat pan
over a given time period if water is
not limiting, largely dependent on
temperature.

precipitation rainfall and snowfall
over a specified time period.

predation the action of one organism
killing and eating another.

preemptive initial floristics model
the first species at a site take over
and prevent others from colonizing
the site, emphasizing inhibition as
the main mechanism of succession.

prey isocline the contour line of den-
sities of predator and prey at which
the prey are in equilibrium; the im-
pact of a predator exactly balances
the prey’s rate of population
growth, so the prey population
growth rate is zero.

primary production production by
green plants.

primary succession succession occur-
ring on a landscape that has no bio-
logical legacy.

principle universal statement that we
all accept because they are mostly
definitions, or are ecological trans-
lations of physical-chemical laws.
For example, “no population in-
creases without limit” is an impor-
tant ecological principle that must
be correct in view of the finite size
of the planet Earth.

probabilistic models in contrast to
deterministic models, including an
element of probability so that re-
peated runs of the models do not
produce exactly the same outcome.

production amount of energy (or ma-
terial) formed by an individual,
population, or community in a spe-
cific time period; includes growth
and reproduction only; see primary
production, secondary production, gross
production, net production.

productivity a general term that covers
all processes involved in ecological
production studies—carbon fixation,
consumption, rejection, leakage,
and respiration.

promiscuity a general term for multi-
ple matings in organisms, called
polyandry if multiple males are in-
volved, or polygyny if multiple fe-
males; opposite of monogamy.

proximate factors the mechanisms re-
sponsible for regulating a particular
trait in a physiological or biochemi-
cal manner; opposite of ultimate
factors.

push-pull strategies management
strategies that manipulate the be-
havior of insect pests to make the
crop resource unattractive (push)
and lure the pests toward an attrac-
tive source (pull) where the pests
are destroyed.

quadrat a sampling frame for station-
ary organisms; a square, circle, or
rectangle of a specified size.

ramet an individual derived by asex-
ual reproduction from a single orig-
inal zygote, which is able to live
independently if separated from the
parent organism. Compare with
genet.

random colonization model
succession proceeds completely ran-
domly with no fixed sequence or
fixed end point.

Rapoport’s Rule the generalization
that geographic range sizes decrease
as one moves from polar to equato-
rial latitudes, such that range sizes
are smaller in the tropics.

realized niche the observed resource
use of a species in the presence of
competition and other biotic inter-
actions; contrast with fundamental
niche.

reciprocal replacement two codomi-
nant plants retain their presence in
the climax community by A replac-
ing B while B replaces A.

recruitment increment to a natural
population, usually from young an-
imals or plants entering the adult
population.

Red Queen Hypothesis the coevolu-
tion of parasites and their hosts, or
predators and their prey, in which
improvements in one of the species
is countered by evolutionary im-
provements in the partner species,
so that an evolutionary arms race
occurs but neither species gains an
advantage in the interaction.

Redfield ratio the observed 16:1
atomic ratio of nitrogen to phos-
phorus found in organisms in the
open ocean by A. C. Redfield in
1934—C N, (P

regulating factor a factor is defined as
potentially regulating if the percent-
age of mortality caused by the factor
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increases with population density
or if per capita reproductive rate de-
creases with population density.

Reid’s paradox the observed large dis-
crepancy between the rapid rate of
movement of trees recolonizing ar-
eas at the end of the Ice Age and the
observed slow dispersal rate of tree
seeds spreading by diffusion.

relative benefit the difference between
the costs and benefits (= net
benefit).

relative density the density of a popu-
lation in relation to another, speci-
fied in terms of larger/smaller
without knowing the absolute
density.

relay floristics the classical view of
succession as specified in the facili-
tation model.

repeated reproduction organisms that
reproduce several times over their
life span.

replacement series an experimental
design involving two or more
species in competition in which a
series of ratios are set out (such as
20:80 or 50:50) and some measure
of performance is measured.

reproductive value the contribution
an individual female will make to
the future population.

residence time the time a nutrient
spends in a given compartment of
an ecosystem; equivalent to
turnover time.

resilience magnitude of disturbance
that can be absorbed before an
ecosystem changes its structure; one
aspect of ecosystem stability.

Resource Availability Hypothesis a
theory of plant defense that predicts
higher plant growth rates will result
in less investment in defensive
chemicals and structures.

resource concentration hypothesis
the idea that agricultural pests are
able to cause serious damage be-
cause crops are planted as monocul-
tures at high densities.

respiration complex series of chemi-
cal reactions in all organisms by
which energy is made available for
use; carbon dioxide, water, and en-
ergy are the end products.

r-selection the type of natural selec-
tion experienced by populations
that are undergoing rapid popula-
tion increase in a relatively empty
environment.

GLOSSARY

safe sites for animals, sites where
prey individuals are able to avoid
predation; for plants, sites where
seeds can germinate and plants can
grow.

sampling model one proposed ex-
planation for Hanski’s Rule that
the observed relationship between
distribution and abundance is an
artifact of the difficulty of sam-
pling rare species and does not
therefore require a biological
explanation.

saprophyte plant that obtains food
from dead or decaying organic
matter.

scientific law universal statement that
is deterministic and so well corrob-
orated that everyone accepts it as
part of the scientific background of
knowledge. There are laws in
physics, chemistry, and genetics, but
not yet in ecology.

Second Principle of Population Regu-
lation differences between two
populations in equilibrium density
can be caused by variation in either
density-dependent or density-
independent per capita birth and
death rates.

secondary plant substances
chemicals produced by plants that
are not directly involved in the pri-
mary metabolic pathways and
whose main function is to repel
herbivores.

secondary production production by
herbivores, carnivores, or detritus
feeders; contrast with primary
production.

secondary succession succession oc-
curring on a landscape that has a bi-
ological legacy in the form of seeds,
roots, and some live plants.

self-regulation process of population
regulation in which population in-
crease is prevented by a deteriora-
tion in the quality of individuals
that make up the population; popu-
lation regulation by adjustments in
behavior and physiology within the
population rather than by external
forces such as predators.

self-thinning rule the prediction that
the regression of organism size ver-
sus population density has a slope
of 1.5 for plants and animals that
have plastic growth rates and vari-
able adult size.

senescence process of aging.

seral referring to a series of stages that
follow one another in an ecological
succession.

serotinous cones cones of some pine
trees that remain on the trees for
several years without opening and
require a fire to open and release
the seeds.

sessile attached to an object or fixed
in place (e.g., barnacles).

shade-intolerant plants plants that
cannot survive and grow in the
shade of another plant, requiring
open habitats for survival.

shade-tolerant plants plants that can
live and grow in the shade of other
plants.

Shelford’s law of tolerance the eco-
logical rule first described by Victor
Shelford that the geographical dis-
tribution of a species will be con-
trolled by that environmental factor
for which the organism has the nar-
rowest range of tolerance.

sigmoid curve S-shaped curve; in ecol-
ogy, often a plot of time (x-axis)
against population size (y-axis); an
example is the logistic curve.

sink populations local populations in
which the rate of production is be-
low replacement level so that ex-
tinction is inevitable without a
source of immigrants.

small-population paradigm the focus
of this approach is on rare species
and on the population conse-
quences of rareness, and the abili-
ties of small populations to deal
with rarity.

soil drought the lack of water in the
soil, less than what is needed for
plant survival and growth, caused
by a lack of precipitation.

source populations local populations
in which the rate of production ex-
ceeds replacement so that individu-
als emigrate to surrounding
populations.

specialist predators predators that
eat only one or a very few prey
species.

specialists species that eat only a few
foods or live in only one or two
habitats; contrast to generalists.

species richness the number of
species in a community.

species-area curve a plot of the area
of an island or habitat on the
x-axis and the number of species
in that island or habitat on the



y-axis, typically done as a log-log
plot and typically restricted to one
taxonomic group such as plants or
reptiles.

stability absence of fluctuations in
populations; ability to withstand
perturbations without large changes
in composition.

stabilizing selection natural selection
that favors the norm, the most com-
mon or average trait in a popula-
tion, so the population mean stays
constant.

stable age distribution the age distri-
bution reached by a population
growing at a constant rate.

stable point an equilibrium in a
mathematical model to which the
system converges and remains.

stage-based matrix model a type of
matrix model not based on organ-
ism ages but on life history stages,
such as larva, pupa, and adult.

standard error a statistical estimate of
the precision of an estimate such as
the mean.

static life table a life table constructed
at a single point in time by doing a
cross section of a population.

statics in population ecology, the
study of the reasons of equilibrium
conditions or average values; con-
trast with dynamics.

stationary age distribution the age
distribution that is reached in a
population that is constant in size
over time because the birth rate
equals the death rate.

steppe extensive area of natural, dry
grassland; usually used in reference
to grasslands in southwestern Asia
and southeastern Europe; equivalent
to prairie in North American usage.

sterile-insect technique the release of
large numbers of sterilized males to
mate with wild females and prevent
the fertilization of eggs and produc-
tion of viable young.

sterol any of a group of solid, mostly
unsaturated polycyclic alcohols,
such as cholesterol or ergosterol,
derived from plants and animals.

stochastic based on probability, as in
coin-flipping.

stochastic model mathematical
model based on probabilities; the
prediction of the model is not a sin-
gle fixed number but a range of pos-
sible numbers; opposite of
deterministic model.

GLOSSARY

stock the harvestable part of the popu-
lation being exploited.

stock-recruit relationship a key graph
relating how many recruits come
into the exploited population from
a given population of adults.

stress a condition occurring in re-
sponse to adverse external influ-
ences and capable of affecting the
performance of an organism, for ex-
ample, in plants in a drought.

sublethal effects any pathogenic ef-
fects that reduce the well-being of
an individual without causing
death.

sublittoral lower division in the sea
from a depth of 40 to 60 meters to
about 200 meters; below the littoral
zone.

succession replacement of one kind of
community by another kind; the
progressive changes in vegetation
and animal life that may culminate
in the climax state.

supply-side ecology the view that
population dynamics are driven by
immigration of seeds or juveniles
from sources extrinsic to the local
population, so there is no local con-
trol of recruitment processes.

sustainability the characteristic of a
process that can be maintained at a
certain level indefinitely, often used
in an economic and environmental
context. Many definitions have been
suggested. The original one of the
Bruntland Commission of 1987 de-
fined sustainable development as
development that meets the needs
of the present without compromis-
ing the ability of future generations
to meet their own needs.

symbiosis in a broad sense, the living
together of two or more organisms
of different species; in a narrow
sense, synonymous with mutualism.

synecology study of groups of organ-
isms in relation to their environ-
ment; includes population,
community, and ecosystem ecology.

taiga the northern boreal forest zone,
a broad band of coniferous forest
south of the arctic tundra.

tannins a class of secondary com-
pounds produced by plants (and
present in tea and coffee) that re-
duce the digestibility of plant tis-
sues eaten by herbivores; tannins
have been used for centuries to tan
animal hides.

tens rule the rule of thumb that
1 species in 10 alien species im-
ported into a country becomes in-
troduced, 1 in 10 of the introduced
species becomes established, and 1
in 10 of the established species be-
comes a pest.

territory any defended area.

theory an integrated and hierarchical
set of empirical hypotheses that to-
gether explain a significant fraction
of scientific observations. The the-
ory of evolution is perhaps the
most frequently used theory in
ecology.

thermoregulation maintenance or
regulation of temperature, specifi-
cally the maintenance of a particu-
lar temperature of the living body.

theta-logistic model the modification
of the original logistic equation to
permit curved relationships be-
tween population density and the
rate of population increase.

tillers ramets, the modular unit of
construction, for example, in
grasses.

time lags in population models, bas-
ing a parameter on past events, such
as basing population growth rate on
the density of the population last
year or the year before.

tolerance model the view that plants
in a successional sequence do not
interact with one another in either a
negative or a positive manner.

top-down model the idea that com-
munity organization is set by the ef-
fects of carnivores on herbivores
and herbivores on plants in the
food chain.

total fertility rate number of children
a woman could expect to produce
in her lifetime if the birth rate were
held constant at current conditions.

total response the total losses im-
posed on a prey species by a combi-
nation of the numerical, functional,
aggregative, and developmental re-
sponses of a predator species.

trace element chemical element used
by organisms in minute quantities
and essential to their physiology.

trade-offs compromises between two
desirable but incompatible
activities.

tragedy of the commons the inherent
tendency for overexploitation of re-
sources that have free access and
unlimited demand, so that it pays

1
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the individual to continue harvest-
ing beyond the limits dictated by
the common good of sustainability.

transitive competition a linear com-
petitive network in which A wins
over B and B wins over C, so that
the results of competition reach a fi-
nal state of competitive exclusion.

treeline the altitude on a mountain
above which no trees can survive,
equivalent of timberline.

trophic cascade model the idea that a
strict top-down model applies to
community organization so that
impacts flow down the food chain
as a series of + and - impacts on
successive trophic levels.

trophic efficiency net production at
one trophic level as a fraction of net
production of the next lower
trophic level.

trophic levels classification of organ-
isms based on their source of
energy—i.e., primary producers,
herbivores, carnivores, and higher
carnivores.

GLOSSARY

tundra treeless area in arctic and
alpine regions, varying from a bare
area to various types of vegetation
consisting of grasses, sedges, forbs,
dwarf shrubs, lichens, and mosses.
ultimate factors the evolutionary rea-
son for an adaptation or why a trait
is maintained in a population; op-
posite of proximate factors.
umbrella species in conservation biol-
ogy, species that serve as a proxy for
entire communities and ecosystems,
so that the entire system is con-
served if they are conserved.
unitary organisms organisms appear
as individual units with a definite
growth form, like most animals.
univoltine refers to an organism that
has only one generation per year.
unstable point an equilibrium in a
mathematical model from which the
system diverges and does not remain.
vector organism organism (often an
insect) that transmits a pathogenic
virus, bacterium, protozoan, or fun-
gus from one organism to another.

virulence the degree or ability of a
pathogenic organism to cause dis-
ease; often measured by the host
death rate.

wilting point measure of soil water;
the water remaining in the soil (ex-
pressed as percentage of dry weight
of the soil) when the plants are in a
state of permanent wilting from wa-
ter shortage.

xeric deficient in available moisture
for the support of life (e.g., desert
environments).

xerophyte plant that can grow in dry
places (e.g., cactus).

yield amount of usable material taken
from a harvested population, meas-
ured in numbers or biomass.

zooplankton animal portion of the
plankton; the animal community in
marine and freshwater environ-
ments that floats free in the water,
independent of the shore and the
bottom, moving passively with the
currents.
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Introduction
to the Science
of Ecology

Key Concepts

e Ecology is the scientific study of the interactions that
determine the distribution and abundance of
organisms.

e Descriptive ecology forms the essential foundation
for functional ecology, which asks how systems work,
and for evolutionary ecology, which asks why natural
selection has favored this particular solution.

e Ecological problems can be analyzed using a
theoretical approach, a laboratory approach, or a
field approach.

e Like other scientists, ecologists observe problems,
make hypotheses, and test the predictions of each
hypothesis by field or laboratory observations.

e Ecological systems are complex, and simple
cause—effect relationships are rare.

« b
From Chapter 1 of Ecology: The Experimental Analysis of Distribution and Abundance, Sixth Edition. Eugene Hecht.
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KEY TERMS

Introduction to the Science of Ecology

experiment Test of a hypothesis. It can be observational
(observe the system) or manipulative (perturb the
system). The experimental method is the scientific
method.

hypothesis Universal proposition that suggests
explanations for some observed ecological situation.
Ecology abounds with hypotheses.

model Verbal or mathematical statement of a
hypothesis.

principle Universal statement that we all accept because
they are mostly definitions, or are ecological translations
of physical-chemical laws.

scientific law Universal statement that is deterministic
and so well corroborated that everyone accepts it as part
of the scientific background of knowledge. There are
laws in physics, chemistry, and genetics, but not yet in
ecology.

theory An integrated and hierarchical set of empirical
hypotheses that together explain a significant fraction of
scientific observations. The theory of evolution is perhaps
the most frequently used theory in ecology.

—

Introduction to the Science
of Ecology

You are embarking on a study of ecology, the most inte-
grative discipline in the biological sciences. The pur-
pose of this chapter is to get you started by defining the
subject, providing a small amount of background his-
tory, and introducing the broad concepts that will serve
as a road map for the details to come.

Definition of Ecology

The word ecology came into use in the second half of
the nineteenth century. Ernst Haeckel in 1869 defined
ecology as the total relations of the animal to both its
organic and its inorganic environment. This very
broad definition has provoked some authors to point
out that if this is ecology, there is very little that is not
ecology. Four biological disciplines are closely related
to ecology—genetics, evolution, physiology, and be-
havior (Figure 1). Broadly interpreted, ecology over-
laps each of these four subjects; hence, we need a more
restrictive definition.

Physiology

Genetics Behavior

Ecology

Evolution

Figure 1 The four biological disciplines closely related
to ecology.

Charles Elton in his pioneering book Animal Ecology
(1927) defined ecology as scientific natural history. Al-
though this definition points out the origin of many of
our ecological problems, it is again uncomfortably vague.
In 1963 Eugene Odum defined ecology as the study of
the structure and function of nature. This statement em-
phasizes the form-and-function idea that permeates biol-
ogy, but it is still not a completely clear definition. A clear
but restrictive definition of ecology is this: Ecology is the
scientific study of the distribution and abundance of
organisms (Andrewartha 1961). This definition is static
and leaves out the important idea of relationships. Be-
cause ecology is about relationships, we can modify
Andrewartha’s definition to make a precise definition of
ecology: Ecology is the scientific study of the interactions that
determine the distribution and abundance of organisms.

This definition of ecology appropriately constrains
the scope of our quest, and is the meaning that will be
adopted in this chapter. To better understand what ecol-
ogy is, we need to know what is special about scientific
studies, and what is meant by distribution and abun-
dance. Distribution—where organisms are found—and
abundance—how many organisms are found in a given
area—are key facts that must be determined before we
can address the most difficult question: Why this particu-
lar distribution, why this abundance? We seek the cause-
and-effect relationships that govern distribution and
abundance.

History of Ecology

The historical roots of ecology are varied, and in this sec-
tion we will explore briefly some of the origins of ecologi-
cal ideas. We are not the first humans to think about
ecological problems. The roots of ecology lie in natural
history. Primitive tribes, for example—who depended on
hunting, fishing, and food gathering—needed detailed

15



16

Introduction to the Science of Ecology

knowledge of where and when their quarry might be
found. The establishment of agriculture also increased the
need to learn about the ecology of plants and domestic
animals. Agriculture today is a special form of applied
ecology.

Outbreaks of pests such as locusts in the Middle East
and North Africa or rats in rice crops in Asia are not new
problems in agriculture. Spectacular plagues of animals
attracted the attention of the earliest writers. The Egyp-
tians and Babylonians feared locust plagues (Figure 2),
often attributing them to supernatural powers (Exodus
7:14-12:30). In the fourth century B.C., Aristotle tried to
explain plagues of field mice and locusts in Historia Ani-
malium. He pointed out that the high reproductive rate of
field mice could produce more mice than could be re-
duced by their natural predators, such as foxes and ferrets,
or by the control efforts of humans. Nothing succeeded in
reducing these mouse plagues, Aristotle stated, except the
rain, and after heavy rains the mice disappeared rapidly.
And even today, Australian wheat farmers face plagues of
house mice, and ask the same question: How can we get
rid of these pests?

Pests are a problem for people because they violate
our feeling of harmony or balance in the environment.
Ecological harmony was a guiding principle basic to the
Greeks’ understanding of nature. The historian Frank
Egerton (1968a) has traced this concept from ancient
times to the modern term balance of nature. The concept
of providential ecology, in which nature is designed to ben-
efit and preserve each species, was implicit in the writ-
ings of Herodotus and Plato. A major assumption of this
concept was that the number of every species remained
essentially constant. Outbreaks of some populations
were acknowledged, but were usually attributed to divine
punishment. And since each species had a special place
in nature, extinction could not occur because it would
disrupt the balance and harmony in nature.

Figure 2 A young girl looks at a dense swarm of the
desert locust in North Africa.

How did we get from these early Greek and Roman
ideas about harmony to our modern understanding? A
combination of mathematics and natural history paved
the way. By the seventeenth century students of natural
history and human ecology began to focus on popula-
tion ecology and to construct a quantitative framework.
Graunt, who in 1662 described human population
change in quantitative terms, can be called the “father of
demography”! (Cole 1958). He recognized the impor-
tance of measuring birth rates, death rates, and age struc-
ture of human populations, and he complained about
the inadequate census data available in England in the
seventeenth century. Graunt estimated the potential rate
of population growth for London, and concluded that
even without immigration, London’s population would
double in 64 years.

Today, human population growth is an increasing
concern, but population growth was not always measured
quantitatively for animals and plants. Leeuwenhoek
made one of the first attempts to calculate theoretical
rates of increase for an animal species (Egerton 1968b).
He studied the reproductive rate of grain beetles, carrion
flies, and human lice, counting the number of eggs laid by
female carrion flies and calculating that one pair of flies
could produce 746,496 flies in three months.

By the eighteenth century, natural history had be-
come an important cultural occupation. Buffon, who au-
thored Natural History (1756), touched on many of our
modern ecological problems and recognized that popu-
lations of humans, other animals, and plants are sub-
jected to the same processes. Buffon discussed, for
example, how the great fertility of every species was
counterbalanced by innumerable agents of destruction.
He believed that plague populations of field mice were
checked partly by diseases and scarcity of food. Buffon
did not accept Aristotle’s idea that heavy rains caused the
decline of dense mouse populations, but thought in-
stead that control was achieved by biological agents.
Rabbits, he stated, would reduce the countryside to a
desert if it were not for their predators. If the Australians
had listened to Buffon before they introduced rabbits to
their environment in 1859, they could have saved their
rangelands from destruction (Figure 3). Buffon in 1756
was dealing with problems of population regulation that
are still unsolved today.

Malthus, the most famous of the early demogra-
phers, published one of the earliest controversial books
on demography, Essay on Population (1798). He calcu-
lated that although the number of organisms can in-
crease geometrically (1, 2, 4, 8, 16,. . .), food supply can

Demography originated as the study of human population growth
and decline. It is now used as a more general term that includes plant
and animal population changes.



Introduction to the Science of Ecology

Figure 3 European rabbit overpopulation in eastern
Australia. Rabbits were introduced to Australia in 1859 and
have become a serious pest because of their abundance.
Their burrowing increased soil erosion, and they competed
with sheep and cattle for forage.

never increase faster than arithmetically (1, 2, 3, 4,. . .).
The arithmetic rate of increase in food production
seems to be somewhat arbitrary. The great dispropor-
tion between these two powers of increase led Malthus
to infer that reproduction must eventually be checked
by food production. What prevents populations from
reaching the point at which they deplete their food sup-
ply? What checks operate against the tendency toward a
geometric rate of increase? Two centuries later we still
ask these questions. These ideas were not new; Machiavelli
had said much the same thing around 1525, as did
Buffon in 1751, and several others had anticipated
Malthus. It was Malthus, however, who brought these
ideas to general attention. Darwin used the reasoning
of Malthus as one of the bases for his theory of natural
selection. The struggle for existence results from the
high reproductive output of species.

Other workers questioned the ideas of Malthus and
made different predictions for human populations. For
example, in 1841 Doubleday put forward the True Law of
Population. He believed that whenever a species was
threatened, nature made a corresponding effort to pre-
serve it by increasing the fertility of its members. Human
populations that were undernourished had the highest
fertility; those that were well fed had the lowest fertility.
You can make the same observations by looking around
the world today (Table 1). Doubleday explained these
effects by the oversupply of mineral nutrients in well-fed
populations. Doubleday observed a basic fact that we rec-
ognize today: low birth rates occur in wealthy countries—
although his explanations were completely wrong.

Interest in the mathematical aspects of demography
increased after Malthus. Can we describe a mathemati-

Table 1 Total fertility rate of human
populations and gross national
income per person in selected
countries of the globe in 2007.

Total fertility ~ Gross national

Country rate income per person
Sudan 4.5 2160
Gambia 5.1 1970
Niger 7.1 830
Tanzania 5.4 740
Botswana 3.1 12,240
South Africa 2.7 11,710
Canada 1.5 34,610
United States 2.1 44,260
Costa Rica 1.9 10,770
Mexico 2.4 11,330
Haiti 4.0 1490
Brazil 2.3 8800
Peru 2.5 6070
Turkey 2.2 9060
India 2.9 3800
Pakistan 4.1 2500
Indonesia 2.4 3950
China 1.6 7730
Japan 1.3 33,730
Sweden 1.9 34,780
Switzerland 1.4 40,630
Russia 1.3 11,620
Italy 1.4 29,840
Solomon Islands 4.5 2170

The total fertility rate is the average number of children a woman
would have, assuming no change in birth rates. The gross national
income (GNI) is in U.S. dollars per person. (Data from 2007 World
Population Data Sheet.)

cal law of population growth? Quetelet, a Belgian statis-
tician, suggested in 1835 that the growth of a popula-
tion was checked by factors opposing population
growth. In 1838 his student Pierre-Frangois Verhulst de-
rived an equation describing the initial rapid growth
and eventual leveling off of a population over time. This
S-shaped curve he called the logistic curve. His work

17



18

Introduction to the Science of Ecology

was overlooked until modern times, but it is fundamen-
tally important, and we will return to it later in detail.

Until the nineteenth century, philosophical think-
ing had not changed from the idea of Plato’s day that
there was harmony in nature. Providential design was
still the guiding light. In the late eighteenth and early
nineteenth centuries, two ideas that undermined the
idea of the balance of nature gradually gained support:
(1) that many species had become extinct and (2) that
resources are limited and competition caused by popu-
lation pressure is important in nature. The conse-
quences of these two ideas became clear with the work
of Malthus, Lyell, Spencer, and Darwin in the nine-
teenth century. Providential ecology and the balance of
nature were replaced by natural selection and the strug-
gle for existence (Egerton 1968c).

The balance of nature idea, redefined after Darwin,
has continued to persist in modern ecology (Pimm 1991).
The idea that natural systems are stable and in equilibrium
with their environments unless humans disturb them is
still accepted by many ecologists and theoreticians.

Humans must eat, and many of the early develop-
ments in ecology came from the applied fields of agri-
culture and fisheries. Insect pests of crops have been
one focus of work. Before the advent of modern chem-
istry, biological control was the only feasible approach.
In 1762 the mynah bird was introduced from India to
the island of Mauritius to control the red locust; by
1770 the locust threat was a negligible problem (Moutia
and Mamet 1946). Forskal wrote in 1775 about the in-
troduction of predatory ants from nearby mountains
into date-palm orchards to control other species of ants
feeding on the palms in southwestern Arabia. In subse-
quent years, an increasing knowledge of insect para-
sitism and predation led to many such introductions all
over the world in the hope of controlling nonnative and
native agricultural pests (De Bach 1974).

Medical work on infectious diseases such as malaria
in the late 1800s gave rise to the study of epidemiology
and interest in the spread of disease through a popula-
tion. Malaria is still one of the great scourges of hu-
mans. In 1900 no one even knew the cause of the
disease. Once mosquitoes were pinpointed as the vec-
tors, medical workers realized that it was necessary to
know in detail the ecology of mosquitoes. The pioneer-
ing work of Robert Ross (1911) attempted to describe in
mathematical terms the propagation of malaria, which
is transmitted by mosquitoes. In an infected area, the
propagation of malaria is determined by two continu-
ous and simultaneous processes: (1) The number of
new infections among people depends on the number
and infectivity of mosquitoes, and (2) the infectivity of
mosquitoes depends on the number of people in the
locality and the frequency of malaria among them. Ross

could write these two processes as two simultaneous
differential equations:

New infections Recoveries per

Rate of increase of B
~ | per unit time unit time
2

infected humans

(Depends on number of infected mosquitoes)

Rate of increase of New infections Death of infected
infected mosquitoes) ~ | per unit time per unit time

(Depends on number of infected humans)

Ross had described an ecological process with a
mathematical model, and his work represents a pioneer-
ing parasite-host model of species interactions. Such
models can help us to clarify the problem—we can ana-
lyze the components of the model—and predict the
spread of malaria or other diseases.

Production ecology, the study of the harvestable yields
of plants and animals, had its beginnings in agriculture,
and Egerton (1969) traced this back to the eighteenth-
century botanist Richard Bradley. Bradley recognized the
fundamental similarities of animal and plant production,
and he proposed methods of maximizing agricultural
yields (and hence profits) for wine grapes, trees, poultry,
rabbits, and fish. The conceptual framework that Bradley
used—monetary investment versus profit—is now called
the “optimum-yield problem” and is a central issue in ap-
plied ecology.

Individual species do not exist in a vacuum, but in-
stead in a matrix of other species with which they inter-
act. Recognition of communities of living organisms in
nature is very old, but specific recognition of the inter-
relations of the organisms in a community is relatively
recent. Edward Forbes in 1844 described the distribu-
tion of animals in British coastal waters and part of the
Mediterranean Sea, and he wrote of zones of differing
depths that were distinguished by the associations of
species they contained. Forbes noted that some species
are found only in one zone, and that other species have
a maximum of development in one zone but occur
sparsely in other adjacent zones. Mingled in are strag-
glers that do not fit the zonation pattern. Forbes recog-
nized the dynamic aspect of the interrelations between
these organisms and their environment. As the environ-
ment changed, one species might die out, and another
might increase in abundance. Karl Mobius expressed
similar ideas in 1877 in a classic essay on the oyster-bed
community as a unified collection of species.

Studies of communities were greatly influenced by
the Danish botanist J. E. B. Warming (1895, 1909), one
of the fathers of plant ecology. Warming was the first
plant ecologist to ask questions about the composition
of plant communities and the associations of species
that made up these communities. The dynamics of veg-
etation change was emphasized first by North American
plant ecologists. In 1899 H. C. Cowles described plant
succession on the sand dunes at the southern end of
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Lake Michigan. The development of vegetation was ana-
lyzed by the American ecologist Frederick Clements
(1916) in a classic book that began a long controversy
about the nature of the community.

With the recognition of the broad problems of popu-
lations and communities, ecology was by 1900 on the
road to becoming a science. Its roots lay in natural history,
human demography, biometry (statistical approach), and
applied problems of agriculture and medicine.

The development of ecology during the twentieth
century followed the lines developed by naturalists
during the nineteenth century. The struggle to under-
stand how nature works has been carried on by a col-
lection of colorful characters quite unlike the mythical
stereotypes of scientists. From Alfred Lotka, who
worked for the Metropolitan Life Insurance Company
in New York while laying the groundwork of mathe-
matical ecology (Kingsland 1995), to Charles Elton,
the British ecologist who wrote the first animal ecology
textbook in 1927 and founded the Bureau of Animal
Population at Oxford (Crowcroft 1991), ecology has
blossomed with an increasing understanding of our
world and how we humans affect its ecological systems
(McIntosh 1985).

Until the 1970s ecology was not considered by soci-
ety to be an important science. The continuing increase of
the human population and the associated destruction of
natural environments with pesticides and pollutants
awakened the public to the world of ecology. Much of this
recent interest centers on the human environment and
human ecology, and is called environmentalism. Unfor-
tunately, the word ecology became identified in the public
mind with the much narrower problems of the human
environment, and came to mean everything and anything
about the environment, especially human impact on the
environment and its social ramifications. It is important
to distinguish ecology from environmental studies.

Ecology is focused on the natural world of animals
and plants, and includes humans as a very significant
species by virtue of its impact. Environmental studies
is the analysis of human impact on the environment of
the Earth—physical, chemical, and biological. Environ-
mental studies as a discipline is much broader than
ecology because it deals with many natural sciences—
including ecology, geology, and climatology—as well as
with social sciences, such as sociology, economics, an-
thropology, political science, and philosophy. The sci-
ence of ecology is not solely concerned with human
impact on the environment but with the interrelations
of all plants and animals. As such, ecology has much to
contribute to some of the broad questions about hu-
mans and their environment that are an important sci-
entific component of environmental studies.

Environmental studies have led to “environmental-
ism” and “deep ecology,” social movements with an im-
portant agenda for political and social change intended

to minimize human impact on the Earth. These social
and political movements are indeed important and are
supported by many ecologists, but they are not the sci-
ence of ecology. Ecology should be to environmental
science as physics is to engineering. Just as we humans
are constrained by the laws of physics when we build
airplanes and bridges, so also are we constrained by the
principles of ecology when altering the environment.

Ecological research can shed light on what will
happen when global temperatures increase as a result
of increasing CO, emissions, but it will not tell us what
we ought to do about these emissions, or whether in-
creased global temperature is good or bad. Ecological
scientists are not policy makers or moral authorities,
and should not as scientists make ethical or political
recommendations. However, on a personal level, most
ecologists are concerned about the extinction of species
and would like to prevent extinctions. Many ecologists
work hard in the political arena to achieve the social
goals of environmentalism.

Basic Problems and Approaches
to Ecology

We can approach the study of ecology from three points of
view: descriptive, functional, or evolutionary. The descrip-
tive point of view is mainly natural history and describes
the vegetation groups of the world—such as the temperate
deciduous forests, tropical rain forests, grasslands, and
tundra—and the animals and plants and their interactions
within each of these ecosystems. The descriptive approach
is the foundation of all of ecological science, and while
much of the world has been reasonably described in terms
of its vegetation and animal life, some areas are still poorly
studied and poorly described. The functional point of
view, on the other hand, is oriented more toward dynam-
ics and relationships, and seeks to identify and analyze
general problems common to most or all of the different
ecosystems. Functional studies deal with populations and
communities as they exist and can be measured now.
Functional ecology studies proximate causes—the dy-
namic responses of populations and communities to im-
mediate factors of the environment. Evolutionary ecology
studies ultimate causes—the historical reasons why natu-
ral selection has favored the particular adaptations we now
see. The evolutionary point of view considers organisms
and relationships between organisms as historical prod-
ucts of evolution. Functional ecologists ask how: How does
the system operate? Evolutionary ecologists ask why: Why
does natural selection favor this particular ecological solu-
tion? Since evolution not only has occurred in the past but
is also going on in the present, the evolutionary ecologist
must work closely with the functional ecologist to under-
stand ecological systems (Pianka 1994). Because the envi-
ronment of an organism contains all the selective forces
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ESSAY

Science and Values in Ecology

Science is thought by many people to be value free, but
this is certainly not the case. Values are woven all
through the tapestry of science. All applied science is done
because of value judgments. Medical research is a good
example of basic research applied to human health that vir-
tually everyone supports. Weapons research is carried out
because countries wish to be able to defend themselves
against military aggression.

In ecology the strongest discussions about values
have involved conservation biology. Should conservation
biologists be objective scientists studying biodiversity, or
should they be public advocates for preserving biodiver-
sity? The preservation of biodiversity is a value that often
conflicts with other values—for example, clear-cut logging
that produces jobs and wood products. The pages of the
journal Conservation Biology are peppered with this dis-
cussion about advocacy (see, for example, Conservation

There will always be a healthy tension between
scientific knowledge and public policy in
environmental matters . . .

Biology February 2007 issue, Brussard and Tull 2007, Scott
et al. 2007).

Scientists in fact have a dual role. First, they carry out
objective science that both obtains data and tests hypothe-
ses about ecological systems. They can also be advocates
for particular policies that attempt to change society, such
as the use of electric cars to reduce air pollution. But it is
crucial to separate these two kinds of activities.

Science is a way of knowing, a method for determining
the principles by which systems like ecological systems op-
erate. The key scientific virtues are honesty and objectivity
in the search for truth. Scientists assume that once we know
these scientific principles we can devise effective policies to
achieve social goals. All members of society collectively de-
cide on what social goals we will pursue, and civic responsi-
bility is part of the job of everyone, scientists included.
There will always be a healthy tension between scientific
knowledge and public policy in environmental matters be-
cause there are always several ways of reaching a particular
policy goal. The debates over public policy in research
funding and environmental matters will continue, so please
join in.

that shape its evolution, ecology and evolution are two
viewpoints of the same reality.

All three approaches to ecology have their strengths,
but the important point is that we need all three to pro-
duce good science. The descriptive approach is ab-
solutely fundamental because unless we have a good
description of nature, we cannot construct good theories
or good explanations. The descriptive approach provides
us maps of geographical distributions and estimates of
relative abundances of different species. With the func-
tional approach, we need the detailed biological knowl-
edge that natural history brings if we are to discover how
ecological systems operate. The evolutionary approach
needs good natural history and good functional ecology
to speculate about past events and to suggest hypotheses
that can be tested in the real world. No single approach
can encompass all ecological questions. This chapter
uses a mixture of all three approaches and emphasizes
the general problems ecologists try to understand.

The basic problem of ecology is to determine the
causes of the distribution and abundance of organisms.
Every organism lives in a matrix of space and time. Con-
sequently, the concepts of distribution and abundance
are closely related, although at first glance they may seem

quite distinct. What we observe for many species is that
the numbers of individuals in an area vary in space, so if
we make a contour map of a species’ geographical distri-
bution, we might get something similar to Figure 4.

No individuals

High
density

High density

Figure 4 Schematic contour map of the abundance of a
plant or animal species.
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Figure 5 Abundance of the horned lark in North America from 1994 to 2003. Data
are from the Breeding Bird Survey (BBS). Maximal abundance of this bird is reached in the
short grass prairie of western Kansas and Nebraska and eastern Colorado. (From Sauer et

al. 2005.)

Figure 5 illustrates this idea for the horned lark of
North America. Horned larks are most common in the
prairies of eastern Colorado and in western Kansas and
Nebraska, and are absent altogether in Florida. Why
should these patterns of abundance occur? Why does
abundance decline as one approaches the edge of a
species’ geographic range? What limits the eastern and
northern extension of the horned lark’s range? These
are examples of the fundamental questions an ecologist
must ask of nature.

Similarly, the red kangaroo occurs throughout the
arid zone of Australia (Figure 6). It is absent from the
tropical areas of northern Australia and most common in
western New South Wales and central Queensland. Why

are there no red kangaroos in tropical Australia? Why is
this species absent from Victoria in southern Australia
and from Tasmania? We can view the average density of
any species as a contour map, with the provision that the
contour map may change with time. Throughout the
area of distribution, the abundance of an organism must
be greater than zero, and the limit of distribution equals
the contour of zero abundance. Distribution may be con-
sidered a facet of abundance, and distribution and abun-
dance may be said to be reverse sides of the same coin
(Andrewartha and Birch 1954). The factors that affect the
distribution of a species may also affect its abundance.
The problems of distribution and abundance can
be analyzed at the level of the population of a single
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Figure 6 Distribution and abundance of the red kangaroo in Australia. Data from

aerial surveys, 1980-1982. (From Caughley et al. 1987.)

species or at the level of a community, which contains
many species. The complexity of the analysis may in-
crease as more and more species are considered in a
community; consequently, we will first consider the
simpler problems involving single-species populations.

Considerable overlap exists between ecology and its
related disciplines. Environmental physiology has devel-
oped a wealth of information that is needed to analyze
problems of distribution and abundance. Population ge-
netics and ecological genetics are two additional foci of
interest that we touch on only peripherally. Behavioral
ecology is another interdisciplinary area that has impli-
cations for the study of distribution and abundance.
Evolutionary ecology is an important focus for problems
of adaptation and studies of natural selection in popula-
tions. Each of these disciplines can become an area of
study entirely on its own.

Levels of Integration

In ecology we are dealing primarily with the five starred
(*) levels of integration, as shown in Figure 7. At one
end of the spectrum, ecology overlaps with environmen-
tal physiology and behavioral studies of individual or-
ganisms, and at the other end, ecology merges into
meteorology, geology, and geochemistry as we consider
landscapes. Landscapes can be aggregated to include the
whole-Earth ecosystem, which is called the ecosphere
or the biosphere. The important message is that the
boundaries of the sciences are not sharp but diffuse, and
nature does not come in discrete packages.

Each level of integration involves a separate and
distinct series of attributes and problems. For example,
a population has a density (e.g., number of deer per
square kilometer), a property that cannot be attributed
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Figure 7 Levels of integration studied in biology.

to an individual organism. A community has biodiver-
sity (or species richness), an attribute without meaning
at the population level. In general, a scientist dealing
with a particular level of integration seeks explanatory
mechanisms from lower levels of integration and bio-
logical significance from higher levels. For example, to
understand mechanisms of changes in a population, an
ecologist might study mechanisms that operate on the
behavior and physiology of individual organisms, and
might try to view the significance of these population
events within a community and ecosystem framework.

Much of modern biology is highly reductionistic, as
it attempts to work out the physical-chemical basis of
life. A good example is the Human Genome Project, an
expensive and highly targeted research program to se-
quence all the genes on human chromosomes. The
Human Genome Project is now completed, yet we do
not know how many species of beetles live on the Earth,
or how many species of trees there are in the Amazon
basin. It should not surprise you that the amount of sci-
entific understanding varies with the level of integra-
tion. We know an enormous amount about the
molecular and cellular levels of organisms, organs and
organ systems, and whole organisms, but we know rela-
tively little about populations and even less about com-
munities and ecosystems. This point is illustrated by
looking at the levels of integration: Ecology constitutes
more than one-third of the levels of biology, but no bi-
ology curriculum can be one-third ecology and do jus-
tice to current biological knowledge. The reasons for this
are not hard to find; they include the increasing com-
plexity of these higher levels and the difficulties in-
volved in dealing with them in the laboratory.

This decrease in understanding at the higher levels
has serious implications. You will not find in ecology
the strong theoretical framework that you find in
physics, chemistry, molecular biology, or genetics. It is

not always easy to see where the pieces fit in ecology,
and we will encounter many isolated parts of ecology
that are well developed theoretically but are not clearly
connected to anything else. This is typical of a young
science. Many students unfortunately think of science as
a monumental pile of facts that must be memorized.
But science is more than a pile of precise facts; it is a
search for systematic relations, for explanations to
problems in the physical world, and for unifying con-
cepts. This is the growing end of science, so evident in a
young science like ecology. It involves many unan-
swered questions and much more controversy.

The theoretical framework of ecology may be
weaker than we would like at the present time, but this
must not be interpreted as a terminal condition. Chem-
istry in the eighteenth century was perhaps in a compa-
rable state of theoretical development as ecology at the
present time. Sciences are not static, and ecology is in a
strong growth phase.

Methods of Approach to Ecology

Ecology has been approached on three broad fronts: the
theoretical, the laboratory, and the field. These three ap-
proaches are interrelated, but some problems have
arisen when the results of one approach fail to verify
those of another. For example, theoretical predictions
may not be borne out by field data. We are primarily in-
terested in understanding the distribution and abun-
dance of organisms in nature—that is, in the field.
Consequently, the descriptive ecology of populations,
communities, and ecosystems will always be our basis
for comparison, our basic standard.

Plant and animal ecology have tended to develop
along separate paths. Historically, plant ecology got off
to a faster start than animal ecology, despite the early
interest in human demography. Because animals are
highly dependent on plants, many of the concepts of
animal ecology are patterned on those of plant ecology.
Succession is one example. Also, since plants are the
source of energy for many animals, to understand ani-
mal ecology we must also know a good deal of plant
ecology. This is illustrated particularly well in the study
of community relationships.

Some important differences, however, separate
plant and animal ecology. First, because animals tend
to be highly mobile whereas plants are stationary, a
whole series of new techniques and ideas must be ap-
plied to animals—for example, to determine popula-
tion density. Second, animals fulfill a greater variety of
functional roles in nature—some are herbivores, some
are carnivores, some are parasites. This distinction is
not complete because there are carnivorous plants and
parasitic plants, but the possible interactions are on av-
erage more numerous for animals than for plants.
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During the 1960s population ecology was stimu-
lated by the experimental field approach in which natu-
ral populations were manipulated to test specific
predictions arising from controversial ecological theory.
During these years ecology was transformed from a
static, descriptive science to a dynamic, experimental
one in which theoretical predictions and field experi-
ments were linked. At the same time, ecologists realized
that populations were only parts of larger ecosystems,
and that we needed to study communities and ecosys-
tems in the same experimental way as populations. To
study a complex ecosystem, teams of ecologists had to
be organized and integrated, which was first attempted
during the late 1960s and the 1970s.

Modern ecology is advancing particularly strongly in
three major areas. First, communities and ecosystems are
being studied with experimental techniques and ana-
lyzed as systems of interacting species that process nutri-
ents and energy. Insights into ecosystems have been
provided by the comparative studies of communities on
different continents. Second, modern evolutionary think-
ing is being combined with ecological studies to provide
an explanation of how evolution by natural selection has
molded the ecological patterns we observe today. Behav-
ioral ecology is a particularly strong and expanding area
combining evolutionary insights with the ecology of in-
dividual animals. Third, conservation biology is becom-
ing a dominant theme in scientific and political arenas,
and this has increased the need for ecological input in
habitat management. All of these developments are pro-
viding excitement for students of ecology in this century.

Application of the Scientific
Method to Ecology

The essential features of the scientific method are the
same in ecology as in other sciences (Figure 8). An
ecologist begins with a problem, often based on natural
history observations. For example, pine tree seedlings do
not occur in mature hardwood forests on the Piedmont
of North Carolina. If the problem is not based on cor-
rect observations, all subsequent stages will be useless;
thus, accurate natural history is a prerequisite for all eco-
logical studies. Given a problem, an ecologist suggests a
possible answer, which is called a hypothesis—a state-
ment of cause and effect. In many cases, several answers
might be possible, and several different hypotheses can
be proposed to explain the observations. Hypotheses
arise from previous research, intuition, or inspiration.
The origin of a hypothesis tells us nothing about its like-
lihood of being correct.

A hypothesis makes predictions, and the more pre-
cise predictions it makes the better. Predictions follow
logically from the hypothesis, and mathematical reason-
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Figure 8 Schematic illustration of the scientific method
as applied to ecological questions.

ing is the most useful way to check on the logic of pre-
dictions. An example of a hypothesis is that pines do not
grow under hardwoods because of a shortage of light.
Alternative hypotheses might be that the cause is a short-
age of pine seeds, or a shortage of soil water. Predictions
from simple hypotheses like these are often straightfor-
ward: If you provide more light, pine seedlings will grow
(under the light hypothesis). A hypothesis is tested by
making observations to check the predictions—an ex-
periment. An experiment is defined as any set of obser-
vations that test a hypothesis. Experiments can be
manipulative or natural. We could provide light artifi-
cially under the mature forest canopy, or we could look
for natural gaps in the forest canopy. The protocol for
the experiments and the data to be obtained are called
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On Ecological Truth

\Ne wish our scientists to speak the truth, and when
politicians bend the truth they lose credibility. What
is truth, and what in particular is the hallmark of ecological
truth? The notion of truth is a profound one that philoso-
phers discuss in detail and scientists just assume is simple.

Truth consists of correspondence with the facts. If we
say that there are 23 elephants in a particular herd in the
Serengeti, we are stating an ecological truth because we
assume that if another person counted the elephants, he
or she would get the same number. These kinds of facts
are relatively simple, and scientists rarely get into argu-
ments about them. Where arguments start is in the infer-
ences that are drawn from whole sets of facts. For
example, if we had counts of the same elephant herd over
20 years, and numbers were continually falling, we could
say that this elephant population is declining in size. This
statement is also an ecological truth if we have done our
counting well and recorded all the data correctly.

But now suppose we wish to state that the elephant
population is declining and that a disease is the cause of
this decline. Is this statement an ecological truth? It is bet-
ter to consider it an ecological hypothesis and to outline
the predictions it makes about what we will find if we
search for a disease organism in elephants dying in this
particular area. We now enter a gray zone in which ecolog-
ical truth is approximately equivalent to a supported hy-
pothesis, one in which we checked the predictions and
found them to be correct. But if a scientist wished to ex-
tend this argument to state that elephant populations all

over east Africa are collapsing because of this disease, this
is a more general hypothesis, and before we can consider
it an ecological truth we would need to test its predictions
by studying many more populations of elephants and their
diseases. Many of our ecological ideas are in this incom-
plete stage because we lack the time, money, or personnel
to gather the data to decide whether the general hypothe-
sis is correct. So ecologists, like other scientists, must then
face the key question of how to deal with uncertainty when
we do not know if we have an ecological truth or not.

The central idea of this principle is to do no harm
to the environment, to take no action that is not
reversible, and to avoid risk.

The key resolution to this dilemma for environmental
management has been the precautionary principle:
"Look before you leap,” or “An ounce of prevention is
worth a pound of cure.” The precautionary principle is
the ecological equivalent of part of the Hippocratic Oath
in medicine: “Physician, do no harm.” The central idea of
this principle is to do no harm to the environment, to take
no action that is not reversible, and to avoid risk. Ecologi-
cal truth is never obvious in complex environmental is-
sues and emerges more slowly than we might like, so we
cannot wait for truth or certainty before deciding what to
do about emerging problems in the environment,
whether they concern declining elephant populations or
introduced pest species.

the experimental design. Using the data that result from
the experiments, we either accept or reject the hypothe-
sis. And so the cycle begins again (Figure 8).

Many qualifications need to be attached to this
simple scheme. Popper (1963) pointed out that we
should always look for evidence that falsifies a hypothe-
sis, and that progress in science consists of getting rid of
incorrect ideas. In practice, we cannot achieve this ideal.
We should also prefer simple hypotheses over complex
ones, according to Popper, because we can reject simple
hypotheses more quickly. This does not mean that we
must be simpleminded. On the contrary, in ecology we
must deal with complex hypotheses because the natural
world is not simple. Every hypothesis must predict
something and forbid other things from happening.
The predictions of a hypothesis must say exactly what it
allows and what it forbids. If a hypothesis predicts
everything and forbids nothing, it is quite useless in sci-

ence. The light hypothesis for pine seedlings both pre-
dicts more seedlings if you add more light and forbids
more seedlings if you add more water.

Ecological systems are complex, and this causes dif-
ficulty in applying the simple method outlined in Figure
8. In some cases factors operate together, so it may not
be a situation of light or water for pine seedlings but one
of light and water. Systems in which many factors oper-
ate together are most difficult to analyze, and ecologists
must be alert for their presence (Quinn and Dunham
1983). The principle, however, remains—no matter how
complex the hypothesis, it must make some predictions
that we can check in the physical world.

All ecological systems have an evolutionary history,
and this provides another fertile source of possible ex-
planations. There is controversy in ecology about
whether one needs to invoke evolutionary history to ex-
plain present-day population and community dynamics.

25



26

Introduction to the Science of Ecology

Evolutionary hypotheses can be tested as Darwin did, by
comparative methods but not by manipulative experi-
ments (Diamond 1986).

Ecological hypotheses may be statistical in nature, but
they do not fall into the “either A or B” category of hy-
potheses. Statistical hypotheses postulate quantitative rela-
tionships. For example, in North Carolina forests, pine
seedling abundance (per m2) is linearly related to incident
light in summer. Tests of statistical hypotheses are well un-

IR

eview Questions and Problems

1 Discuss the connotation of the words ecologist and
environmentalist. Would you like to be labeled either
of these names? Where in a public ranking of
preferred professions would these two fall?

2 Look up the definition of environment in several
standard dictionaries and in the Oxford Dictionary of
Ecology (2006), and compare them. Is it possible to
measure the environment of an individual? Are other
individuals part of the environment of an individual?

3 Is it necessary to define a scientific subject before one
can begin to discuss it? Contrast the introduction to
several ecology textbooks with those of some areas of
physics and chemistry, as well as other biological
areas such as genetics and physiology.

4 A plant ecologist proposed the following hypothesis
to explain the absence of trees from a grassland area:
Periodic fires may prevent tree seedlings from
becoming established in grassland. Is this a suitable
hypothesis? How could you improve it?

5 Is it necessary to study the scientific method and the
philosophy of science in order to understand how
science works? Consider this question before and
after reading the essays by Popper (1963) and Platt
(1964).

6 Discuss the application of the distribution and
abundance model to microbes and viruses.

I Suggested Readings

e Dayton, P. K. 2003. The importance of the natural
sciences to conservation. American Naturalist 162:1-13.
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derstood and are discussed in all statistics textbooks. They
are tested in the same way indicated in Figure 8.

Some ecological hypotheses have been very fruitful
in stimulating work, even though they are known to be
incorrect. The progress of ecology, and of science in gen-
eral, occurs in many ways, using mathematical models,
laboratory experiments, and field studies.

7 Quinn and Dunham (1983) argue that the
conventional methods of science cannot be applied
to ecological questions because there is not just one
cause; one effect and many factors act together to
produce ecological changes. Discuss the problem of
“multiple causes” and how scientists can deal with
complex systems that have multiple causes.

8 A wildlife ecologist interested in protecting large
mammals by means of wolf control analyzed data
from six sites at which wolves had been removed for
five consecutive years. On three of the sites, the prey
species (moose and caribou) had increased, and on
three of the sites prey populations did not change.
How would you interpret these data in light of
Figure 87

9 Plot the data in Table 1 graphically, with gross
national product (x-axis) versus total fertility rate (y-
axis). How tight is the relationship between these
two variables? Discuss the reasons for the overall
form of this relationship, and the reasons why there
might be variation or spread in the data.

Overview Question

Does ecology progress as rapidly as physics? How can we
measure progress in the sciences, and what might limit the
rate of progress in different sciences? Will there be an “end to
science”?
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Evolution
and Ecology

Key Concepts

ey i T R

e Evolution is the genetic adaptation of organisms to
the environment.

s

e Ecology and evolution are intricately connected
because evolution operates through natural
selection, which is ecology in action.

e Natural selection may act by directional selection,
stabilizing selection, or disruptive selection.

e Evolution results from directional selection, but for

most ecological situations, stabilizing selection is
most common.

e Natural selection may operate on four different
levels: gametic, individual, kin, or group. Individual

or Darwinian selection is probably most important in
nature.

From Chapter 2 of Ecology: The Experimental Analysis of Distribution and Abundance, Sixth Edition. Eugene Hecht.
# Copyright © 2009 by Pearson Education, Inc. Published by Pearson Benjamin Cummings. All rights reserved.




Evolution and Ecology

KEY TERMS

coevolution The evolution of two or more species that
interact closely with one another, with each species
adapting to changes in the other.

individual optimization hypothesis That each individual
in a population has its own optimal clutch size, so that not
all individuals are identical.

Lack clutch size The clutch size at which productivity is
maximal for the population.

Lack’s hypothesis That clutch size in birds is determined
by the number of young that parents can provide with

food.

maximum reproduction The theory that natural
selection will maximize reproductive rate, subject to the
constraints imposed by feeding and predator
avoidance.

natural selection The process in nature by which only
the organisms best adapted to their environment tend to
survive and transmit their genetic characteristics to
succeeding generations while those less adapted tend to
be eliminated.

optimality models Models that assume natural
selection will achieve adaptations that are the best
possible for each trait in terms of survival and
reproduction.

phenotype The observable physical characteristics of an
organism.

proximate factors How a particular trait is regulated by
an individual in a physiological or biochemical manner.

ultimate factors The evolutionary reason for an
adaptation or why a trait is maintained in a population;
opposite of proximate factors.

—

Charles Darwin was an ecologist before the term had
even been coined, and is an appropriate patron for the
science of ecology because he recognized the intricate
connection between ecology and evolution. As we dis-
cuss ecological ideas, we will use evolutionary con-
cepts. This chapter provides a brief survey of the basic
principles of evolution that are important in evolu-
tionary ecology. We will not discuss all aspects of evo-
lution, which are covered in detail in books devoted
to evolutionary biology (e.g., Futuyma 2005), but
only those aspects that intersect directly with ecologi-
cal questions of distribution and abundance.

What Is Evolution?

Evolution is change, and biological evolution might be
defined as changes in any attribute of a population over
time. But we must be more specific than this. Evolution-
ary changes often lead to adaptation and must involve a
change in the frequency of individual genes in a popu-
lation from generation to generation. What produces
evolutionary changes?

Natural selection, said Charles Darwin and Alfred
Wallace independently in 1858, is the mechanism that
drives adaptive evolution. Natural selection operates
through the following steps:

e Variation occurs in every group of plant and
animal. Individuals of the same species are not
identical in any population, as was observed in the
breeding of domestic animals.

e Every population of organism produces an excess
of offspring. (The high reproductive capacity of
plants and animals was well known to Malthus
and Buffon long before Darwin.)

e Life is difficult, and not all individuals will survive
and reproduce.

e Among all the offspring competing for limited
resources, only those individuals best able to
obtain and use these resources will survive and
reproduce.

e If the characteristics of these organisms are
inherited, the favored traits will be more frequent
in the next generation.

Natural selection will favor traits that allow individ-
uals possessing those traits to leave more descendants.
These individuals are said to be fitter, and evolution in
general maximizes fitness. The process of natural selec-
tion is the end result of the processes of ecology in ac-
tion. The environments that organisms inhabit shape
the evolution that occurs. The present distribution,
abundance, and diversity of animals and plants are set
by the evolutionary processes of the past impinging on
the environment of the present.

A simple example of natural selection is shown in
Figure 1. The moth Biston betularia shows variation in
the amount of black color on the wings. The typical
moth is white with black speckling on the wings. The
black form, carbonaria, was first described near Man-
chester in central England in 1848, and it spread over
most of England during the next 50 years. When indus-
trial pollution in central England caused lichens on tree
bark to die, black-colored moths survived better be-
cause bird predators could not see them against this
dark background (see Figure 1). Black wing color is in-
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What Is Fitness?

volutionary ecologists discuss fitness in many forms, and

we need to have a clear idea of what fitness means.
Fitness is a measure of the contribution of an individual to
future generations and can also be called adaptive value.
Individuals have higher fitness if they leave more descen-
dants. Individuals can be fitter for three reasons: They may
reproduce at a high rate, they may survive longer, or both.
A fish that reproduces rapidly and dies young may be fitter
than another fish of the same species that lives a long time
but reproduces slowly. From this definition, it should be
clear that fitness is a relative term and applies to individual
organisms within the same species. One individual may be
fitter than another of the same species, or less fit. Ecolo-
gists tend to assume that there are traits that allow greater
fitness, and that these traits have a genetic basis. Evolution
will act to maximize fitness.

We should also be clear about what fitness is not:

¢ Fitness is not absolute. Measures of fitness are
specific for a given environment. Individuals with
genes that make them fit for cold environments may

not be fit if the climate changes and they must live in
warm environments.

Fitness cannot be compared across species. \We
cannot compare the fitness of an elephant with that
of an oak tree. Fitness is a measure that is defined
only within a single species.

Fitness is not only about reproduction. High
reproductive rates may not by themselves confer high
fitness if survival rates of these young are poor.

Fitness is not a short-term measure. Fitness should
be measured across several generations, although this
is difficult for studies of long-lived plants and animals.
Ecologists often study short-term measures that they
hope will correlate with fitness in the long term.

Fitness is not about individual traits. Evolution is a
whole-organism affair. Individual traits such as large
body size or fast growth rates may be components of
fitness, but the test of fitness is the test of whole-
organism survival and reproduction.
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Figure 1 Evolution in the peppered moth B. betularia in England and North
America. The photo shows both phenotypes of the peppered moth. The black form,
carbonaria, has been declining in abundance since 1950 with the decline in industrial
pollution in central England. The same change has occurred in eastern North America.
Differential bird predation is believed to be the major mechanism of selection.

(Photo: H. B. D. Kettlewell; data from Majerus 1998.)
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herited in these moths, and the result was an increase in
the frequency of black moths during industrialization
(Majerus 1998, Grant 2005). Because industrial pollu-
tion has decreased in England during the past 50 years,
this process of natural selection is reversing (see Figure
1). The same changes have occurred in the American
form of the peppered moth as air quality has improved
in the eastern United States (Grant and Wiseman
2002).

Evolution through natural selection results in adap-
tation, and under appropriate conditions produces new
species (speciation). Adaptation has important ecologi-
cal implications because it sets limits to the life cycle
traits that determine distribution and abundance.

Adaptation

Natural selection acts on phenotypes, the observable at-
tributes of individuals. Different genotypes give rise to
different phenotypes, but because embryological and
subsequent development is affected in many ways by en-
vironmental factors, such as temperature, it is often not a
direct translation. Consequently, it is simpler to observe
the effect of natural selection directly on the phenotype
and to ignore the underlying genotype. Ecologists, like
plant and animal breeders, are primarily interested in
phenotypic characters such as seed numbers or body size.

Three types of selection can operate on phenotypic
characters (Figure 2). The simplest form is directional
selection, in which phenotypes at one extreme are se-
lected against. Directional selection produces genotypic
changes more rapidly than any other form, so most artifi-
cial selection is of this type. Darwin'’s finches on the Gala-
pagos Islands have been the best-studied example of
directional selection. Peter and Rosemary Grant from
Princeton University have spent more than 30 years
studying these finches on the Galdpagos. Figure 3 illus-
trates directional selection in one of Darwin’s finches, the
Galdpagos ground finch Geospiza fortis. During a pro-
longed drought, the birds that survived were predomi-
nantly those with large beaks that could crack large seeds
(Grant and Weiner 2000). Birds with large beaks can eat
both large and small seeds, while birds with small beaks
can eat only small seeds. Directional selection probably
accounts for many of the phenotypic changes that occur
during evolution. In wild populations, resistance of pests
to insecticides or herbicides is produced by directional
selection.

Stabilizing selection (see Figure 2) is very com-
mon in present-day populations. In stabilizing selec-
tion, phenotypes near the mean of the population are
fitter than those at either extreme; thus, the population
mean value does not change. Figure 4 illustrates stabi-
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Figure 2 Three types of selection on phenotypic
characters. Individuals in the colored areas are selected
against. (Tamarin 1999)
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Figure 3 Directional selection for beak size in the
Galapagos ground finch Geospiza fortis. From 1976 to
1978, a severe drought in the Galdpagos Islands caused an
85 percent drop in the population, and birds with larger
beaks survived better because they could crack larger, harder
seeds. (Grant 1986)

lizing selection for birth weight in humans in the
United States. Early mortality is lowest for babies
weighing about 4.2 kilograms (kg), slightly above the
observed mean birth weight of 3.4 kg for the popula-
tion. Very small babies die more frequently, and very
large babies are at increased risk even with modern
medical care.

Figure 5 shows another example of stabilizing selec-
tion in lesser snow geese Anser caerulescens. Snow geese
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Figure 4 Stabilizing selection for birth weight in

humans. Data from United States for infants, 1990 and 2002.

The optimal birth weight (red arrow) is 4.25 kg, with a broad
range of minimal mortality between 3.2 kg and 4.8 kg.
Because of medical advances, infant mortality has been
falling steadily, so the 1990 curve is higher than the 2002

curve. (Data from National Center for Health Statistics 2006).
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Figure 5 Stabilizing selection for hatching synchrony in
lesser snow geese (Anser caerulescens) at La Perouse Bay
in northern Manitoba, Canada. Relative hatch date is the
number of days a female’s eggs hatched before or after the
mean date for the colony. (From Cooke and Findlay 1982.)

nest in colonies in northern Canada, and clutches hatch
over a two-week period in early summer. Because preda-
tion is concentrated on whole colonies, eggs hatching
synchronously confer a “safety-in-numbers” advantage
against predators such as foxes. Females whose eggs hatch
synchronously on or near the mean date for the colony
are more likely to raise their young successfully. Nests that
hatch early suffer greater predation loss, as do nests that
hatch later. The result is natural selection favoring an opti-
mum hatching time (Cooke and Findlay 1982).

In the third type of selection, disruptive selection
(see Figure 2), the extremes are favored over the mean.
But because the extreme forms breed with one another,
every generation will produce many intermediate forms
doomed to be eliminated. In any environment favoring
the extremes, any mechanism that would prevent the op-
posite extremes from breeding with one another would
be advantageous. Isolating mechanisms are thus an im-
portant adjunct of disruptive selection. Disruptive selec-
tion has been suggested to be important in speciation
(Rueffler et al. 2006). A good illustration of how disrup-
tive selection operates is found in three-spine stickle-
backs (Gasterosteus aculeatus) in coastal lakes of British
Columbia. Don McPhail, Dolph Schluter, and their stu-
dents have shown that two forms of this small fish live in
some coastal freshwater lakes (Figure 6). The two forms
are so distinct they are effectively species. The small form
lives in the open water of the lake and feeds on small
plankton, while the large form lives on the bottom of the
lake and feeds on insects and crustaceans that live on the
bottom of the lake. These two forms seem to have origi-
nated from two separate invasions of the lakes as the sea
level rose and fell during glacial periods. Competition
between the earlier and the later invaders and disruptive
selection have produced the two existing species that are
closely related to the plankton-feeding marine ancestor
species (Rundle et al. 2000).

The net result of all this selection is that organisms
are adapted to their environment, and the great diver-
sity of biological forms is a graphic essay on the power
of adaptation by natural selection. But we must be care-
ful to note that adaptation does not produce the “best”
phenotypes or “optimal” phenotypes (defined as phe-
notypes that are theoretically the most efficient in sur-
viving and reproducing). The “better” survive, not the
“best,” and the biological world can never be described
as “the best of all possible worlds.”

Adaptation is constrained in populations by four
major forces. First, genetic forces prevent perfect adapta-
tion because of mutation and gene flow. Mutation is al-
ways occurring, generating variation in populations,
and most mutations are detrimental to organisms
rather than adaptive. The immigration of individuals
into an area where local environments differ will add
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Figure 6 Two males of the three-spine stickleback in
Paxton Lake, British Columbia. (a) The smaller male
("limnetic” species) has evolved to feed in the open water of
the lake, while (b) the larger form (“benthic” species) lives and
feeds on the bottom. The two forms are reproductively
isolated and thus are effectively two new species that have
originated from the marine ancestor species by invading
coastal freshwater lakes. Both males are shown in courtship
coloration. (Photos: Todd Hatfield and Ernie Taylor.)

other alleles to the gene pool and act to smooth out
local adaptations. Second, environments are continu-
ally changing, and this is the most significant short-
term constraint on adaptation. Third, adaptation is
always a compromise because organisms have at their
disposal only a limited amount of time and energy.
There are trade-offs between adaptations such as wing
shape in birds. A loon’s wings are efficient for diving
but not so efficient for flying. Fourth, historical con-
straints are always present because organisms have a
history and change in small increments. Let us look in
detail at one example of adaptation to illustrate some
of these principles.

Clutch Size in Birds

Each year, Emperor penguins lay one egg; pigeons, one
or two eggs; gulls, typically, three eggs; the Canada
goose, four to six eggs; and the American merganser, 10
or 11 eggs. What determines clutch size in birds? We
must distinguish two different aspects of this question:
proximate and ultimate.

Proximate factors explain how a trait is regulated by
an individual. Proximate factors that determine clutch
size are the physiological factors that control ovulation
and egg laying. Ultimate factors are selective factors,
and ultimate explanations for clutch size differences in-
volve evolutionary arguments about adaptations. Proxi-
mate factors affecting clutch size have to do with how an
individual bird decodes its genetic information on egg
laying; ultimate factors have to do with changes in this
genetic program through time and with the reason for
these changes (Mayr 1982). Clutch size may be modified
by the age of the female, spring weather, population den-
sity, and habitat suitability. The ultimate factors that de-
termine clutch size are the requirements for long-term
(evolutionary) survival. Clutch size is viewed as an adap-
tation under the control of natural selection, and we seek
the selective forces that have shaped the reproductive
rates of birds. We shall not be concerned here with the
proximate factors determining clutch size, which are re-
viewed by Carey (1996).

Natural selection will favor those birds that leave
the most descendants to future generations. At first
thought, we might hypothesize that natural selection fa-
vors a clutch size that is the physiological maximum the
bird can lay. We can test this hypothesis by taking eggs
from nests as they are laid. When we do this, we find
that some birds, such as the common pigeon, are
determinate layers; they lay a given number of eggs,
no matter what. The pigeon lays two eggs; if you take
away the first, it will incubate the second egg only. If you
add a third egg, it will incubate all three. But many other
birds are indeterminate layers; they will continue to
lay eggs until the nest is “full.” If eggs are removed once
they are laid, these birds will continue laying. When this
subterfuge was used on a mallard female, she continued
to lay one egg per day until she had laid 100 of them. In
other experiments, herring gull females laid up to 16
eggs (normal clutch: 2-3); a yellow-shafted flicker fe-
male, 71 eggs (normal clutch: 6-8); and a house spar-
row, 50 eggs (normal clutch: 3-5) (Klomp 1970; Carey
1996). This evidence suggests that most birds under nor-
mal circumstances do not lay their physiological limit of
eggs but that ovulation is stopped long before this limit
is reached.

The British ornithologist David Lack was one of
the first ecologists to recognize the importance of
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evolutionary thinking in understanding adaptations in
life history traits. In 1947 Lack put forward the idea that
clutch size in birds was determined ultimately by the
number of young that parents can provide with food.
This hypothesis stimulated much research on birds be-
cause it immediately suggested experimental manipula-
tions. If this hypothesis is correct, the total production
of young ought to be highest at the normal clutch size,
and if one experimentally increased clutch size by
adding eggs to nests, increased clutches should suffer
greater losses because the parents could not feed the
extra young in the nest.

One way to think about this problem of optimum
clutch size is to use a simple economic approach. Every-
thing an organism does has costs and benefits. Organ-
isms integrate these costs and benefits in evolutionary
time. The benefits of laying more eggs are very clear—
more descendants in the next generation. The costs are
less clear. There is an energy cost to make each addi-
tional egg, and there is a further cost to feeding each ad-
ditional nestling. If the adult birds must work harder to
feed their young, there is also a potential cost in adult
survival—the adults may not live until the next breeding
season. If adults are unable to work harder, there is a po-
tential reduction in offspring quality. A cost-benefit
model of this general type is shown in Figure 7. Models
of this type are called optimality models. They are use-
ful because they help us think about what the costs and
benefits are for a particular ecological strategy.

No organism has an infinite amount of energy to
spend on its activities. The reproductive rate of birds can
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Figure 7 A cost-benefit model for the evolution of
clutch size in birds. An individual benefits from laying more
eggs because it will have more descendants, but it incurs
costs because of increasing parental care required for larger
clutches. The clutch size with the maximum difference
between benefits and costs is the optimal clutch size for that
individual. (The Lack clutch size, named after David Lack.)

be viewed as one sector of a bird’s energy balance, and
the needs of reproduction must be maximized within the
constraints of other energy requirements. The total re-
quirements involve metabolic maintenance, growth, and
energy used for predator avoidance, competitive interac-
tions, and reproduction. Lack’s hypothesis (1947)—
that the clutch size of birds that feed their young in the
nest was adapted by natural selection to correspond to
the largest number of young for which the parents can
provide enough food—has been a very fertile hypothesis
in evolutionary ecology because it has stimulated a vari-
ety of experiments. According to this idea, if enough ad-
ditional eggs are placed in a bird’s nest, the whole brood
will suffer from starvation so that, in fact, fewer young
birds will fledge from nests containing larger numbers of
eggs. In other words, clutch size is postulated to be under
stabilizing selection (see Figure 2). Let us look at a few
examples to test this idea.

In England, the blue tit normally lays a clutch of 9 to
11 eggs. What would happen if blue tits had a brood of
12 or 137 Pettifor (1993) artificially manipulated broods
at hatching by adding or subtracting chicks, and found
that the survival of the young blue tits in manipulated
broods was poor (Figure 8). Blue tits feed on insects
and apparently cannot feed additional young ade-
quately, so more of the young starve. Consequently, it
would not benefit a blue tit in the evolutionary sense to
lay more eggs, and the results are consistent with Lack’s
hypothesis. Individual birds appear to produce the
clutch size that maximizes their reproductive potential.

Tropical birds usually lay small clutches, and Skutch
(1967) argued that this was an adaptation against nest
predators. If the intensity of nest predation increases with
the number of parental feeding trips away from the nest,
natural selection would favor a reduced clutch size. Low
clutch size and low predation rates are associated. Parents
would leave more descendants if they had smaller broods
and did not need to feed them as often. Exactly the same
argument was used by Martin (1995) to explain the pat-
tern of clutch size in hole-nesting birds. Hole-nesting
passerine birds lay fewer eggs than comparable species
that nest in the open, and predation rates are much lower
for hole-nesting species (Martin 1995). So again, low
clutch size and low predation rates are correlated. This
suggests that a high risk of predation on the whole brood
in the nest is a strong selective factor that increased clutch
size in open-nesting birds. This factor also favors a short-
ened nesting period, independent of the ability of the
parents to provide food to the nestlings. Open nesting is
a gamble because of high predation rates, and passerine
birds gamble on large clutches and short nesting periods.

Natural selection would seem to operate to maximize
reproductive rate, subject to the constraints imposed by
feeding and predator avoidance. This is called the theory
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Figure 8 Production of young blue tits (Parus caeruleus) in
relation to clutch size in Wytham Wood, Oxford, England.
Only females that had laid 11 eggs in previous years are shown
here, because we expect these individuals to have their
highest fitness at a clutch size of 11. These results fit Lack’s
hypothesis because adding more chicks just after hatching
does not increase fitness. (Data from Pettifor 1993, p. 136.)

of maximum reproduction, and Lack’s hypothesis is part
of this theory. It is a good example of how stabilizing se-
lection can operate on a phenotypic trait such as repro-
ductive rate. The maximum clutch size is called the Lack
clutch size (see Figure 7), after David Lack.

Not all manipulation experiments confirm Lack’s
hypothesis. Young (1996) manipulated clutch size in
tropical house wrens (Troglodytes aedon) in Costa Rica to
produce clutches ranging from one to six. House wrens
in the tropics typically lay three or four eggs. Figure 9
shows the resulting offspring produced. The number of
surviving offspring per brood was maximized for broods
of six eggs. Since mean brood size was 3.5, the most
common clutch size was smaller than the most produc-
tive clutch size. Vanderwerf (1992) surveyed 77 experi-
ments in which clutches had been manipulated and

B 1989

No. of young fledged
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Brood size
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Figure 9 Number of house wren chicks fledged from
broods manipulated to have larger and smaller than
average brood size. These results do not agree with the
predictions from Lack’s hypothesis that larger broods should
fledge fewer young than average-sized broods. (After
Young 1996.)

found that 69 percent of these were like the house
wren—the most productive clutch size was larger than
the most common clutch size. Why should this be?

The presence of trade-offs is one explanation of why
clutches are smaller than the Lack clutch size. Clutch size
may affect the chances of the adult birds surviving to
breed again. Birds may become exhausted by rearing large
clutches; such exhaustion is a delayed cost of reproduc-
tion. Alternatively, laying a large clutch may postpone the
next breeding attempt, leading to reduced lifetime repro-
duction. Laying a large clutch is energetically costly for
birds, and this cost is not usually measured in brood ma-
nipulation experiments (Monaghan and Nager 1997).

The Lack clutch size may not be a constant for a
species, and different individuals may vary in their
parenting abilities and have a personal Lack clutch
size. Clutch size is under strong genetic control in
birds. One female may consistently lay three eggs and
this may be best for her, while another female in the
same population may consistently lay five eggs and
this may be best for her. This is called the individual
optimization hypothesis, and it explains why there is
considerable variation in clutch size within a popula-
tion. The individual optimization hypothesis has
been the subject of several experimental tests (Pettifor
et al. 2001). This hypothesis predicts that any manip-
ulation of clutch size will reduce the fitness of the
parent birds because they rear fewer young or survive
less well. It also predicts that in natural broods there
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should be more young recruited as clutch size in-
creases, coupled with no impairment of fitness of the
parent birds. Tinbergen and Sanz (2004) did not find
these predictions to be correct for a population of
great tits in the Netherlands (Figure 10). Artificially
enlarged first clutches produced more recruits, and
adult survival was not affected by the manipulations
either in the same year or in the following year. They
rejected the individual optimization hypothesis for
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Figure 10 Test of the Individual Optimization
Hypothesis for clutch size variation in the great tit (Parus
major) in the Netherlands. These results do not agree with
the predictions from this hypothesis that larger manipulated
broods should fledge fewer young than unmanipulated
(control) broods. The combined measure of fitness includes
the number of young produced that live to the next
breeding season and the survival of their parents to the next
breeding season. These results would predict directional
selection for increased clutch size. (Data from Tinbergen
and Sanz 2004.)

this bird population. Individual birds may not be
able to predict environmental variation in any given
year, and food supplies may fluctuate so much that
individuals cannot predict the optimal clutch size for
any particular year (Torok et al. 2004).

An alternative explanation of why the average
clutch may be smaller than the Lack clutch size is that
observed clutch sizes are a nonadaptive compromise. If
gene flow occurs between two habitats, one good and
one poor, clutches may be larger than optimal in poor
habitats and smaller than optimal in good habitats.
Blue tits and great tits in Belgium rarely breed in wood-
lands where they were born and show this nonadaptive
compromise (Dhondt et al. 1990).

Recent work on bird reproduction investigates how
individual parents adjust their reproductive costs in re-
lation to environmental conditions to maximize the
output of young. The proximate controls of reproduc-
tion operate through the energy available to reproduc-
ing birds, and the role of female condition is critical in
determining reproductive effort. Reproductive effort
this year may affect the chances of surviving until next
year, and parents must balance the short-term and long-
term costs of breeding.

Coevolution

The term coevolution was popularized by Paul Ehrlich
and Peter Raven (1964) to describe the reciprocal evolu-
tionary influences that plants and plant-eating insects
have had on each other. Coevolution occurs when a
trait of species A has evolved in response to a trait of
species B, which has in turn evolved in response to the
trait in species A. Coevolution is specific and reciprocal.
In the more general case, several species may be in-
volved instead of just two, and this is called diffuse co-
evolution (Thompson 1994).

Coevolution is simply a part of evolution, and it
provides important linkages to ecology. The interac-
tions between herbivores and their food plants have
been emphasized as a critical coevolutionary interac-
tion. Predator-prey interactions can also be coevolu-
tionary, and in some cases can lead to “arms races”
between species.

Coevolution shapes the characteristics of coevolv-
ing pairs of species, while diffuse coevolution might
also occur in communities of many species. There is
considerable doubt about whether whole communities
of plants and animals could coevolve, and most ecolo-
gists believe that coevolution is restricted to interactions
between only a few species that interact tightly
(Benkman et al. 2001).
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Evolution and “"Arms Races”

If you look up “arms race” on the Web, you will find
much discussion of military strategies and little of bio-
logical evolution. An arms race is tit-for-tat evolution—
a reciprocal interaction between species—in which as
species A evolves better adaptations to exploit species
B, the latter fights back by evolving adaptations to
thwart the improvements in species A. The best exam-
ples of arms races occur between hosts and parasites.
The brown-headed cowbird in North America and the
European cuckoo in Britain are good examples of para-
sitic birds that lay their eggs in the nests of other
species (Figure 11). The host species then raise the
cowbird or cuckoo chick, often to the detriment of its
own young.

The brown-headed cowbird has greatly expanded
its geographic range in North America because of agri-
culture and is invading new areas and utilizing new
host species, so it has become a major conservation
problem. Parasitic birds such as the cowbird often lay
eggs that have the same color and pattern as the host
species in order to avoid detection and the possibility
that the host species will remove the parasite’s eggs
from their nests. The host species on the other hand
should evolve the ability to discriminate cowbird eggs
from its own eggs. Host individuals that discriminate
more will leave more offspring (and raise fewer cow-

Adaptations to improve
success of parasitism

Cowbird +
Songbird species —

Cowbird
(parasite)

Host songbird
species

Adaptations to reduce
success of parasitism

Cowbird —
Songbird species +

Figure 11 Arms race. Schematic illustration of the arms race
between the parasitic cowbird, which lays its eggs in other
birds’ nests, and the parasitized species that try to defend
against this kind of parasitism by ejecting the cowbird eggs.

birds). Consequently, an evolutionary arms race can
develop in which both the parasite and the host are
continually evolving counterstrategies in a tit-for-tat
manner (Takasu 1998).

Deadly toxins and resistance to them are an evo-
lutionary enigma and illustrate a potential difficulty
in the evolution of arms races between predators and
prey (Brodie and Brodie 1999). Some snakes, for ex-
ample, can feed on prey that are poisonous to most
other animals. There can be no natural selection for
increased resistance if predators do not survive en-
counters with toxic prey. Similarly, deadly toxins are
of no advantage to individual prey if the prey dies de-
livering the toxins (Williams et al. 2003). For natural
selection to drive an arms race between resistant pred-
ators and lethal prey, the survivorship of individual
predators must vary with their resistance. One exam-
ple is the extreme toxicity of some populations of the
rough-skinned newt (Taricha granulosa) that appear to
have coevolved with resistance in its predator, the
common garter snake (Thamnophis sirtalis) in North
America (Figure 12). The rough-skinned newt is one
of the most toxic animals known. Its skin contains a
neurotoxin that is fatal to most animals in small
doses. But some garter snakes feed on these newts,
and have evolved resistance to their toxins. For exam-
ple, San Francisco populations of garter snakes are
nearly 100 times more resistant to newt neurotoxins
than are garter snakes from Oregon (Brodie and
Brodie 1999). There is a geographical mosaic in the
amount of poison carried by the newts in their skin
and the resistance shown by garter snakes, so that co-
evolution of this arms race has not reached the same
point in all populations.

Units of Selection

Darwin conceived natural selection as operating through
the reproduction and survival of individuals who differ
in their genetic constitution. Most discussion of natural
selection operates at this level of Darwinian selection, or
individual selection.

But natural selection is not restricted to individu-
als. It can act on any biological units so long as these
units meet the following criteria: (1) They have the
ability to replicate; (2) they produce an excess number
of units above replacement needs; (3) survival de-
pends on some attribute (size, color, behavior); and
(4) a mechanism exists for the transmission of these
attributes. Three units of selection other than the indi-
vidual can fulfill these criteria: gametic, kin, and group
selection.
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Figure 12 (a) The rough-skinned newt (Taricha granulosa)
from western North America, an extremely toxic
salamander, and (b) the garter snake (Thamnophis sirtalis)
that preys on these newts.

Gametic Selection

Gametes (eggs and sperm) have a genetic composition
that differs from the diploid organisms that produce
them. Gametes are produced in vast excess and may
have characteristics that they transmit through the zy-
gote and adult organism to the next generation of ga-
metes. Consequently, natural selection can act on a
population of gametes independently from the natural
selection that operates on the parent organisms. Many
different characteristics of gametes could be under natu-
ral selection. Sperm mobility, for example, may be
under strong selection. In plants, pollen grains that pro-
duce a faster-growing pollen tube have a better chance
of releasing their sperm nuclei and fertilizing an egg.
Gametic selection is an interesting and important as-
pect of natural selection, but it does not directly im-
pinge on ecological relationships.

Kin Selection

If an individual is able to increase the survival or re-
production of its relatives with whom it shares some
of the same genes, natural selection can operate
through kin selection. Kin selection and individual se-
lection may act together, and this action is described
by the concept of inclusive fitness. Natural selection
favors not only alleles that benefit an individual but
also alleles that benefit close relatives of that individ-
ual because close relatives share many alleles. All rela-
tives can help pass copies of an individual’s genes to
future generations.

Kin selection was recognized as one way of explain-
ing the existence of altruistic traits such as the sounding
of alarm calls. When ground squirrels sight a predator,
they give an alarm call. As a result, the individual call-
ing (1) draws attention to itself and thus may be at-
tacked by the predator (detrimental to the individual)
and (2) warns nearby squirrels to run for cover (benefi-
cial to relatives nearby).

Kin selection has important consequences for eco-
logical relationships because of its effects on social or-
ganization and population dynamics. Competition
between individual organisms will be affected by the
proximity of close relatives; thus, it can be important
for an ecologist to know the degree of kinship among
members of a population.

Group Selection

Group selection can occur when populations of a
species are broken up into discrete groups more or less
isolated from other such groups. Groups that contain
less adaptive genes can become extinct, and the condi-
tions for natural selection could occur at the level of the
group, as well as at the level of the individual organism.

Group selection is highly controversial, and most bi-
ologists consider it to be rare in nature. Most of the char-
acteristics of organisms that are favorable to groups can
also be explained by individual or kin selection. Contro-
versy erupts over traits that appear to be good for the
group but bad for the individual. A classic example is
the evolution of reproductive rates in birds. Group selec-
tionists argue that many birds reproduce at less-than-
maximal rates because populations with low reproductive
rates will not overpopulate their habitats. Any popula-
tions with higher reproductive rates will overpopulate
their habitats and become extinct, so restraint is selected
for at the group level. But low reproductive rates are bad
for the individual, and individual selection will act to
favor higher reproductive rates, so group selection and
individual selection are operating at cross purposes. In a
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group in which all members restrain themselves, a cheater
will always be favored.

The alternative argument is that all reproductive
rates are in fact maximal and have responded only to
individual selection favoring individuals that leave the
most offspring for future generations. Restraint does
not exist, according to this view.

I Summary

Organisms survive and reproduce, and because not
all individuals are equally successful at these
activities, natural selection occurs. The fitter
individuals leave more descendants to future
generations because of either higher survival or
higher reproductive rates. Natural selection is ecology
in action, and the ecologist asks which traits of
individuals improve their chances of survival or
reproduction.

The clutch size of birds is a classic problem in
evolutionary ecology—why don't birds lay more eggs?
David Lack suggested in 1947 that clutch size was
limited by the number of chicks the adults could feed
successfully. Experimental additions of eggs and
chicks to nests have often shown that bird parents can
in fact rear more nestlings than they usually do. This
anomaly is probably due to the higher costs of
reproduction for birds rearing large broods, and
adults may die or lay fewer eggs in subsequent years as
a cost of breeding performance in the current year.
Clutch size is thus expected to be under stabilizing
selection in most cases.

R—

eview Questions and Problems

1 Birds living on oceanic islands tend to have a smaller
clutch size than the same species (or close relatives)
breeding on the mainland (Klomp 1970, p. 85).
Explain this on the basis of Lack’s hypothesis.

2 Cane toads have been introduced to Australia and
many of the Pacific islands. Their skin contains
glands that secrete poisons that are toxic to most
vertebrates. Discuss how evolution might operate on
potential predators of cane toads in areas like
Australia in which the predators have no prior
evolutionary history of interactions with these toads.
Phillips and Shine (2006) discuss this issue.

3 Ladybird beetles are distasteful to predators because
of toxic chemicals they secrete, yet they also have

Group selection may occur, but at present it is not
believed to be an important force shaping the adapta-
tions that ecologists observe while trying to understand
the distribution and abundance of organisms.

Coevolution can occur between interacting species.
Coevolution occurs when a trait of a particular species
has evolved in response to a trait of a second species,
which has in turn evolved in response to the trait in the
first species. Many examples of coevolution occur in
plant-herbivore interactions and in predator-prey
interactions. Arms races between species are a
particular kind of coevolution. The best examples of
arms races occur between hosts and parasites.

Individual, or Darwinian, selection is the classic
form of selection on individual phenotypes, and it is
the level of selection responsible for most of the
adaptations we see in nature. Some adaptations may
evolve by kin selection for actions that favor the
survival or reproduction of close relatives carrying the
same genes. Group selection might also occur if whole
groups or populations become extinct because of
genetic characteristics present in the group. Group
selection is probably uncommon in nature.

dark melanic forms (Majerus 1998, p. 221). Melanic
ladybirds have declined in frequency in central
England along with the peppered moth during the
past 50 years as air quality has improved. If ladybirds
are not eaten by predators, how might you explain
these changes in melanic frequency?

4 Figure 10 provides data that appear to contradict the
Individual Optimization Hypothesis for the
evolution of clutch size in birds. Are there any
components of fitness in these birds that are ignored
in Figure 10 and that might change the interpretation
from an example of directional selection to one of
stabilizing selection? Read de Heij et al. (2006) for a
discussion.
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Royama (1970, pp. 641-642) states:

Natural selection favors those individuals in a
population with the most efficient reproductive
capacity (in terms of the number of offspring
contributed to the next generation), which means
that the present-day generations consist of those
individuals with the highest level of reproduction
possible in their environment.

Is this correct? Discuss.

In many temperate zone birds, those individuals
that breed earlier in the season have higher
reproductive success than those that breed later in
the season. If climate change is making spring
weather occur at earlier dates, will this lead to
directional selection for earlier breeding dates in
these birds? What constraints might affect this type
of directional selection?

Some birds such as grouse and geese have young that
are mobile and able to feed themselves at hatching
(precocial chicks). Discuss which factors might limit
clutch size in these bird species. Winkler and Walters
(1983) have reviewed studies on clutch size in
precocial birds.

In arctic ground squirrels, adult females are more
likely to give alarm calls than adult males. If alarm
calls are favored by kin selection, why might this
difference occur? Could alarm calls be explained by
group selection? Why or why not?

Apply the cost-benefit model in Figure 7 to seed
production in a herbaceous plant. Discuss biological
reasons for the general shape of these curves. Can
you apply this model to both annual and perennial
plants in the same way?

A research scientist obtained the following data on
the fitness of seven females in a small population of
house sparrows:

Fox, C. W., D. A. Roff, and D. J. Fairbairn, eds. 2001.
Evolutionary Ecology: Concepts and Case Studies. New York:
Oxford University Press.

Futuyma, D. J. 2005. Evolution. Sunderland
(Massachusetts): Sinauer Associates.

Grant, B. R, and L. L. Wiseman. 2002. Recent history of
melanism in American peppered moths. Journal of
Heredity 93:86-90.

Female band

Year Variable number
ABCDEFG
1999 No. eggs laid 8 45767
No.youngfledged 5 1 3 4 2 4 3
2000 No. eggs laid 5645779
No.youngfledged 4 2 3 53 3 0
2001 No. eggs laid 6105 5 81010
No.young fledged 4 8 5 4 6 8 9
2002 No. eggs laid 6 6 3573810
No.youngfledged 2 5 3 53 4 4

Rank the fitness of these seven female sparrows.
What data might you collect to improve on this
measure of fitness for these birds?

1 Discuss how the concept of time applies to
evolutionary changes and to ecological situations.
Do ecological time and evolutionary time ever
correspond?

12 A hypothetical population of frogs consists of 50
individuals in each of two ponds. In one pond, all of
the individuals are green; in the other pond, half are
green and half are brown. During a drought, the first
pond dries up, and all the frogs in it die. In the
population as a whole, the frequency of the brown
phenotype has gone from 25 percent to 50 percent.
Has evolution occurred? Has there been natural
selection for the brown color morph?

Overview Question

Humans in industrialized countries increased in average body
size during the twentieth century. List several possible
explanations for this change, and discuss how you could
decide if an evolutionary explanation is needed to interpret

it. How does a physiological explanation for this change
differ from an evolutionary explanation?

e Grant, P. R, and B. R. Grant. 2002. Adaptive radiation of
Darwin'’s finches. American Scientist 90:130-139.

e Grim, T. 2006. The evolution of nestling discrimination
by hosts of parasitic birds: Why is rejection so rare?
Evolutionary Ecology Research 8:785-802.

® Monaghan, P, and R. G. Nager. 1997. Why don't birds
lay more eggs? Trends in Ecology and Evolution 12:271-274.
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e Phillips, B. L., and R. Shine. 2006. An invasive species
induces rapid adaptive change in a native predator: Cane
toads and black snakes in Australia. Proceedings of the
Royal Society of London, Series B 273:1545-1550.

e Rueffler, C., T. J. M. Van Dooren, O. Leimar, and P. A.
Abrams. 2006. Disruptive selection and then what?
Trends in Ecology & Evolution 21:238-245.
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Behavioral
Ecology

Key Concepts

ot
From Chapter 3 of Ecology: The Experimental Analys

Behavioral ecology asks how individual animals
interact with other animals, plants, and their physical
environments to maximize fitness.

The consequences of decisions individual animals
make will affect their survival and reproduction.

Natural selection is assumed to have optimized the
behavior of individuals to achieve maximal fitness,
and the job of the behavioral ecologists is to find
the mechanisms by which this is achieved.

Foraging, antipredator, social, and mating behaviors
are four critical foci of study in behavioral ecology
that can be analyzed by cost-benefit models.

Behavioral ecology is a bridge not only to
evolutionary biology but also to animal population
and community ecology because mechanisms
driving population and community dynamics all
result from the behavior of individuals.
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is of Distribution and Abundance, Sixth Edition. Eugene Hecht.
Copyright © 2009 by Pearson Education, Inc. Published by Pearson Benjamin Cummings. All rights reserved.
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KEY TERMS

cost-benefit analysis An assessment to determine
whether the cost of an activity is less than the benefit that
can be expected from the activity.

group selection Natural selection for traits that favor
groups within a species irrespective of whether the traits
favor individuals or not.

kin selection The evolution of traits that increase the
survival, and ultimately the reproductive success, of one's
relatives.

optimal foraging Any method of searching for and
obtaining food that maximizes the relative benefit.

optimal group size The size that results in the largest
relative benefit.

promiscuity A general term for multiple matings in
organisms, called polyandry if multiple males are involved,
or polygyny if multiple females.

relative benefit The difference between the costs and
benefits (= net benefit).

territory Any defended area.

trade-offs Compromises between two desirable but
incompatible activities.

—

The ecology of a species is ultimately determined by in-
teractions between individuals and their environment.
The environment includes other individuals of the same
species as well as members of other species, such as
predators. The environment also includes physical fac-
tors, such as temperature, rainfall, and wind. The ways
that organisms respond to each other and to particular
cues in the environment are called behaviors. In this
chapter, we will focus on the behaviors of animals as
they interact with their food resources, mates, and other
members of their social group. How does a rabbit de-
cide where to feed? How does a male lion achieve repro-
ductive success? These are some of the questions we will
address.

Behavioral ecology is a strong subdiscipline in ani-
mal ecology dealing with the ecology of individuals.
Like evolutionary ecology, behavioral ecology has
strong links to other sciences, in this case psychology,
physiology, and developmental biology. As such, it
forms an important link to understanding how popula-
tions and communities change. It is unique within ecol-
ogy in that it deals almost solely with animals and
largely ignores plants and microbes. Of course, plants

as well as animals respond to changes in their environ-
ment, and we shall discuss these plant responses.

All animal behaviors are generated through a
complex set of physiological and neurological reac-
tions triggered by environmental stimuli. Four ques-
tions can be asked about any behavior (Tinbergen
1963): (1) How is a behavior produced? (2) How
does a behavior develop? (3) What is the adaptive
value of a behavior? and (4) What is the evolutionary
history of a behavior?

The first two questions are “how” questions (or
“proximate” questions) that refer to the mechanisms of
behavior, and the second two questions are “why” ques-
tions (or “ultimate” questions) that examine the func-
tion of behavior. The behavioral ecologist is interested
in answering the last two questions, while the physiolo-
gist, neurobiologist, and developmental biologist study
the first two questions. Behavioral ecologists want to
understand the ecological and evolutionary contexts of
behavior. They want to learn how an individual’s be-
havior is shaped by its social and physical environment,
both past and present, and how specific behaviors affect
its chances of surviving and reproducing. Evolutionary
questions are key to behavioral ecology.

The following is an example of the kind of ques-
tions behavioral ecologists commonly ask: “Why is
promiscuity common among mammals?” Monogamy
occurs in less than 3 percent of mammalian species
(Kleiman 1977). Promiscuity, or multiple-male or
multiple-female mating, is very common in mammals,
and has been described in many species of mammals
(Wolff and Macdonald 2004). Figure 1 shows the fre-
quency of multiple-male mating in the Ethiopian wolf
(Canis simiensis). These wolves live in packs and the
males within each pack can be ranked as alpha (top
male), beta, or other (lower ranking) within their pack
social system. Female wolves decide which males they
will copulate with, and typically solicit multiple-male
matings from males that live in adjacent packs and re-
ject matings from subordinate males within their own
pack (Sillero-Zubiri et al. 1996). Why might they do
this?

The basic assumption is that animals are well
adapted to their environment, and hence there must be
some advantage to them to behave in certain ways.
Promiscuity in mammals is often an attempt to confuse
paternity. For Ethiopian wolves, males from packs can
attack juveniles in adjacent packs if they are not geneti-
cally related. By soliciting copulations from adjacent
pack males, a female can reduce the probability of in-
fanticide occurring because none of the males can de-
termine the father of a litter. Much of this promiscuity
seems to be an adaptation for paternity confusion
(Wolff and Macdonald 2004).
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Figure 1 Percentage of copulations achieved by males of different social rank from
(a) the resident pack of the female and from males in (b) adjacent packs. Wolves live
in packs with well-defined territories. Alpha males are dominant males; beta males are
subordinate. Female wolves copulate many times when they are in heat. (Data from

Sillero-Zubiri et al. 1996.)

All Behaviors Have
Costs and Benefits

We begin with the assumption that observed behaviors
are beneficial, and that evolution through natural selec-
tion has molded animals to their environment. We can
rarely observe the evolution of behavior because behav-
ioral changes occur slowly in evolutionary time. And
even though we can sequence the DNA in individuals,
this technology will not help us understand the adap-
tive value of behavior because no complex behavior is
under the control of a single gene. Instead, we must
adopt an indirect approach to analyze why a particular
kind of behavior is adaptive.

What benefits do individuals gain from behaving in
certain ways? To answer this question, behavioral ecolo-
gists must examine the decisions that animals make
when faced with environmental options such as where
to feed, what to eat, where to live, and which individu-
als to mate with. An animal’s decisions translate into
differences in survival, fecundity, or mating success, and
therefore are shaped by natural selection. Consider
parental care, which is a major investment in many ver-
tebrates. Mammals and birds in particular must divide
limited resources between reproduction and other ac-
tivities such as feeding. The choices involved require
trade-offs, which are compromises between two desir-
able but incompatible activities.

All organisms are constrained by time, energy, and
risk of injury. Time spent engaged in one activity can-
not be spent on another, and energy expended in doing
one thing will not be available to do something else.
We can analyze some of the choices made by individu-
als of a given species by comparing the costs and the
benefits of alternative activities. This kind of assess-
ment, called a cost-benefit analysis, is commonly
used in economics to determine whether the financial
cost of a project is less than the economic benefit that
can be expected from the project. In behavioral ecol-
ogy, costs are typically measured in terms of energy
consumed, the probability of injury, or the probability
of being killed by a predator. Benefits are usually mea-
sured in terms of a net gain in energy or an increase in
reproductive success.

Behavioral ecologists assume that natural selec-
tion favors aspects of an individual’s behavior that
maximize the net benefit. For example, individuals
that make better decisions about where to feed should
have a higher net energy intake and be in better condi-
tion. Therefore, they should be better able to avoid
predators and diseases, attract mates, and produce
many young. Thus, natural selection should favor any
behavioral attribute that consistently leads to good
feeding decisions.

Given a set of assumptions, we can construct an
optimality model to predict which combination of be-
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haviors will maximize an individual’s reproductive
success in a given environment. Optimality models
make explicit the relationships between costs and ben-
efits of behaviors under various conditions. They are
most useful in circumstances where it is clear that mak-
ing the right decision maximizes some payoff, such as
survival rate, reproductive success (number of young
produced), feeding efficiency (energy gained per unit
time), or mating success (number of matings per unit
time). The following three sections are examples of op-
timality models.

Territorial Defense

We can examine how an optimality model works by
considering territorial defense in animals. An animal’s
territory is any defended area. Many mammals, birds,
lizards, and fishes defend a feeding area against other
individuals of the same species. How large a territory
should an individual defend? To answer this question,
we need to think about the costs and benefits of de-
fending a territory. The costs are time, energy, and risk
of injury. The total cost will increase with the size of
the territory, and for simplicity, we will assume that
the relationship between cost and territory size is a ris-
ing curve because larger areas are more expensive to
defend (Figure 2). The benefit of defending a territory
is exclusive access to food, and it also increases with
the size of the territory but suffers from diminishing
returns.

Since an individual can consume only a certain
amount of food, however, the benefit curve gradually
levels off as the territory becomes larger. Above a certain
territory size, there is no further increase in benefit (see
Figure 2). The optimal territory size is the one that max-
imizes the relative benefit or profitability, which is the
difference between the costs and benefits. In the hypo-
thetical example shown in Figure 2, the relative benefit
would be greatest at the territory size indicated by the
arrow. Clearly, the optimal territory size is determined
by the shapes of the cost and benefit curves, which vary
with the species, habitat, and an individual’s age or
mating status.

The benefits of defending a territory are typically
thought of as obtaining exclusive use of food resources,
but for some species it may be the benefit of obtaining
mates, avoiding predators, or defending juvenile animals
from infanticide. Typically, for birds, the main considera-
tions seem to be food and mates. Hummingbirds that
migrate defend territories even during the nonbreeding
period, and the assumption is that these territories are
solely about food. Hummingbirds obtain most of their
food energy from the nectar in flowers. Nectar is a re-
source that occurs in tiny amounts in individual flowers,
consists mostly of water and some dissolved sugars, and

Benefits

Maximum of
benefits — costs

Cost or benefit

Optimal territory size

Territory size

Figure 2 Hypothetical cost-benefit model for territory
size in animals.

varies highly in availability. Hummingbirds have very
high energy requirements for their body weight due to
their small size, high body temperature, and use of hov-
ering flight.

Rufous hummingbirds (Selasphorus rufus) live in
western North America and migrate along the moun-
tain chains—north to breed and south to overwinter.
During their migration, they stop temporarily in moun-
tain meadows to feed, and then move to a new site after
refueling. They respond very quickly to changes in food
resources—i.e., the nectar contained in flowers. Kodric-
Brown and Brown (1978) showed that rufous hum-
mingbirds adjusted their territory size to the available
food supply (Figure 3), so that individuals always de-
fended the same number of flowers regardless of the
size of territory.

But why don't these hummingbirds defend a larger
territory with more flowers? The implication is that the
cost of defending a larger territory would exceed the bene-
fits of having more food available. Carpenter et al. (1983)
showed that if a hummingbird defended too large a terri-
tory, its rate of energy intake decreased because it spent
too much time defending the territory and less time
feeding (Figure 4). Diminishing returns are caused by
high locomotion costs to defend more space, and a higher
frequency of intrusions that reduce feeding time.

Hummingbirds are useful animals for the study of
the costs and benefits of territorial defense because they
can change their behavior daily and territories can
change quickly in size. In many species, however, we
cannot measure the costs and benefits of territorial de-
fense at the same time, so we can see only part of the
behavioral picture.
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Figure 3 Territories defended by rufous hummingbirds
(S.rufus) in relation to flower density. In this study,
hummingbirds in the White Mountains of Arizona in both
years defended territories with a constant number of flowers,
indicating a constant food amount (indicated by the dashed
line) regardless of the territory size. (Data from Kodric-Brown
and Brown 1978.)

If an animal does not behave as predicted by an op-
timality model, we should ask if the costs and benefits
of the behavior have been correctly assessed or if addi-
tional factors should be considered. For example, the
optimality model in Figure 2 assumes that cost and ben-
efit curves are constant over time. Suppose instead that
the shape of the cost curve varies from year to year.
Should an animal change its territory size each year in
response to these variations, or should it maintain a ter-
ritory size that is optimal in average years? In ecosys-
tems in which territories are occupied and defended
year round, and the prey base fluctuates in size from
year to year, individuals may adopt a territorial defense
strategy that is suited to times of scarcity rather than
change territory size every year. In many predators, such
as the great horned owl, individuals defend territories
that are larger than necessary on the basis of their food
requirements (Rohner 1997).

One difficulty with optimality models is that they
consider only one or two behaviors at a time, whereas
individuals must simultaneously optimize all aspects of
their behavior in order to survive and reproduce. We as-
sume, however, that if a behavior such as territorial de-
fense is directly linked to survival or reproductive
success, then we should be able to detect how an indi-
vidual organizes that behavior in a way consistent with
the predictions of an optimality model.

Not all animals defend territories all the time, and
some never defend any space. But all animals must eat
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Figure 4 Daily weight change of one marked rufous
hummingbird in the Sierra Nevada of California. This
individual stayed in the mountain meadow for five days
on its migration south. It showed the ability to adjust its
territory size to an optimum in order to maximize the rate
of gain of fuel for migration. (Data from Carpenter et al.
1983.)

and we turn now to a more general question of foraging
and how behavior can be organized to allow individu-
als to forage in an optimal manner.

Optimal Foraging

For all animals, food is not evenly distributed in time or
in space. Consequently, acquiring food involves many
behavioral decisions such as what type of food to con-
sume, where and how to search for food, and once food
is located, how much to eat and how long to keep forag-
ing. Since animals must acquire food at a certain rate to
maintain their physiological functions, the efficiency
with which they can find and eat food is also important.
Thus, we can assume that natural selection favors
optimal foraging, which is any method of searching for
and obtaining food that maximizes the relative benefit
(the difference between costs and benefits, typically the
net caloric gain per unit of time). Foraging provides an
excellent opportunity to examine the factors that influ-
ence behavioral decisions because its benefits and costs
are relatively easy to define, measure, and manipulate.
Much of the research on foraging has been done on
mammals and birds, and we begin our discussion with a
simple model of optimal foraging.

Consider a predator such as an owl hunting for
two kinds of prey. The prey are encountered at rates A,
and A, prey per second during a specified time of
searching, T, seconds of searching. The two prey types
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yield E; and E, units of energy (measured in joules or
calories), and take h; and h, seconds to handle each
prey item. We define:

Profitability of prey type 1 = E,/h,
Profitability of prey type 2 = E,/h,

(1)
(2)

If the predator forages completely at random in T, sec-
onds, it will obtain on average this amount of food:

E = T(ME, + AE) (3)

And this foraging will take the following total amount
of time (T) for searching and then handling the prey
items:

T =T, + T, (Mhy + Ah,) (4)

The overall rate of food intake of the predator is thus
defined by the following equation:

E ()‘1E1 + A\E,)

T (1+ Mhy + Ay ()

Now we ask what happens if prey type 1 is more
profitable to eat than prey type 2. In order to maximize
the food intake (E/T), the predator should eat only prey
type 1 if the rate of energy gain from prey type 1 is
greater than the energy gained from eating both prey
types:

/\lEl

ME, + LE,
1+ Ahy + Ak

(6)

If we rearrange this equation, we obtain the following
prediction: The predator should specialize in eating only
prey 1 if the equation below is true.

1 E

— < 7(],12 —

N CE hi)

(7)
This prediction is a threshold—eat only prey type 1 if
the abundance of prey 1 exceeds this density, and eat
both prey types if this inequality does not hold.

This simple model assumes there is some criterion
to maximize (intake rate), some constraints to maxi-
mization (handling time), and alternative strategies
(eat only prey 1 or eat both types of prey). Table 1 lists
the assumptions and the predictions of this simple op-
timal foraging model.

This simple optimal diet model has been very effec-
tive in stimulating research on foraging behavior in a
variety of animals. In general, the results of empirical
studies do not follow the model in observing a thresh-
old change in diet. Instead, animals show partial prefer-
ences and eat the less preferred prey to some extent
even when the model predicts they should eat only prey
type 1 (Krebs and Davies 1993). Figure 5 shows one
example of this for the great tit. The data do not fit the
model exactly because in nature birds must monitor
the environment to estimate the relative abundances of
the prey items, and in the process of doing this they en-
counter the less preferred prey occasionally and eat
them in addition to the preferred prey. Animals do not

Table 1 Assumptions and predictions of the simple optimal foraging model.

Assumptions

Predictions

Prey value is measured in net energy of some
single dimension

Handling time is fixed for a given prey type

Handling and searching cannot be done
at the same time

Prey are recognized instantly with no errors
Prey are encountered sequentially and randomly

All prey individuals of a given prey type
are identical

Energetic costs of handling are similar for
the two prey items

Predators are maximizing the rate of energy
intake

The highest-ranking prey in terms of profitability should
never be ignored

Low-ranking prey should be ignored according to
Equation 6 above

Low-ranking prey are all or nothing in the diet, according
to Equation 7 above

The exclusion of low-ranking prey does not depend on
their abundance (measured by A,)
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Figure 5 Test of the simple optimal foraging model for
the great tit (Parus major). Two sizes of worms were the
prey choice in the laboratory. As more and more large

prey are presented, the bird should stop eating small prey
at the threshold and eat only large prey (red dashed line),
according to the model. In reality the birds switch to large
prey but always take some small prey (blue points). (Data
from Krebs et al. 1977.)

have the perfect knowledge assumed in the simple
models of foraging. Nevertheless, simple models are
useful because they highlight the key processes that
need studying and further analysis.

For many animals, food is distributed in a series of
discrete patches across the landscape, some patches con-
taining more food than others. If an animal is engaging
in optimal foraging, it should preferentially forage in
patches where the difference between benefits and costs
is high. The benefits of foraging can be measured in
terms of the amount of food obtained in each patch, and
the costs can be measured in terms of the time taken and
the probability of injury or predation. How will a forager
respond when the costs of feeding in different patches
are varied? We can answer this question by providing the
same amount of food (a fixed benefit) in experimental
patches that differ in their risk of predation or level of
competition (varied costs). We can then determine how
animals respond to changes in the costs of foraging by
measuring how much food they eat in each patch. This
approach was first used by Joel Brown in 1988 to investi-
gate the foraging behavior of small mammals in desert
habitats. He predicted that if the food levels are equal in
two patches, a forager should stay longer and eat more
food in the patch where the costs of foraging are lower.

One animal on which Brown’s hypothesis has
been tested is the gerbil (Gerbillus spp.). Gerbils are
nocturnal, seed-eating rodents that live in sandy bur-
rows. Their major predator is the barn owl, a rodent
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Figure 6 Proportion of seeds eaten by gerbils under
bushes (green bars) and in the open (red bars) in the
Negev Desert. Trays of seeds were set out in experimental
enclosures in which the presence of moonlight and the
presence of a predator, the barn owl, varied. Not all the seeds
in the trays were eaten even in the best of circumstances in
these overnight experiments. (Data from Kotler et al. 1991.)

specialist. Ecologists studied the foraging behavior of
gerbils by placing seed trays in open areas and under
bushes in experimental enclosures. Some enclosures
were illuminated; others were dark. Captive, trained
barn owls were released into some enclosures and not
into others. If predation is the major cost of foraging
by gerbils, they should eat more seeds under bushes
and spend more time foraging there, especially in en-
closures that are illuminated or that contain predators.
This is exactly what the researchers found. As Figure 6
shows, gerbils fed primarily at trays under bushes and
reduced their overall feeding on bright nights, particu-
larly when owls were present. They fed in open areas
only when owls were absent. The results indicate that
these desert rodents make choices based on the bene-
fits of easily available food and the costs due to preda-
tion, and that the risk of predation influences their
foraging behavior. If we were managing populations of
gerbils, this study could tell us what kinds of habitat
alterations might improve or decrease their survival
and breeding success.

Simple optimal foraging models fit the observed
data on many animals quite well but not perfectly, and
this highlights some of the rigid assumptions of these
quantitative models. Foraging models may be only par-
tially correct (e.g., see Figure 6) because of discrimina-
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tion errors (animals may confuse a prey 1 for a prey 2),
simultaneous encounters (animals may see two differ-
ent prey at the same time), or runs of bad luck in which
animals do not encounter prey in a reasonably random
manner. In spite of these problems, optimal foraging
models have helped to instill quantitative rigor into
studies of foraging in animals.

Optimal foraging studies support the conclusion
that animals are finely adapted to searching for food in
ways that achieve maximum relative benefit. Natural se-
lection continues to favor efficient foraging traits.

Optimal Migration

Animals need information in order to make decisions,
and optimality models often assume that animals are
fully informed about their environment when foraging
or mating. Migrating birds are a special case of the
problem of decision making. Migrating animals must
choose how far to move in one step, and if they cannot
feed while migrating, how much fuel to carry en route.
Migrating birds are a special case in decision making
because they incur large locomotory costs in flight, and
the strategies migratory birds use have been extensively
studied (Alerstam 1990).

Migrating birds have three potential migration
strategies:

¢ Time minimization (complete migration in the
minimum possible time). The birds should
optimize the overall speed of migration, which
means that the birds will waste energy to achieve
this goal. This would be a desirable strategy if early
arrival at the destination is an important fitness
advantage for the birds.

e Energy minimization (complete migration with
the least energy cost). This strategy will be selected
for when the risks associated with migration are
relatively high and the use of energy during
migration is high. This strategy would also be
advantageous if energy resources along the
migratory route are sparse. The net result from
adopting this strategy will be some waste of
energy on an annual basis. The birds are expected
to minimize stopover times and increase
migration speed.

e Cost of transport minimization. This is a second
energy minimization strategy but focuses on the
overall goal of minimizing total energy use over
the entire annual cycle. The energy used in
migration is only one part of the annual energy use
for migratory birds, and minimizing energy in
migration typically results in using more energy

over the whole annual cycle. This model optimizes
migration cost but within the whole annual cycle
rather than only the restricted migration period.

Because the aerodynamics and energetics of bird flight
have been so well investigated, it is possible to construct
optimal migration models for these three strategies
(Hedenstrom and Alerstam 1997). We consider here only
the simple case for many passerine migrants that migrate
in a series of hops rather than in one long flight. At each
stopover point, the birds must refuel, and there is an en-
ergy cost to finding the necessary food at the stopover
points. Two variables are critical for the birds: (1) fuel dep-
osition rate—the rate of energy accumulation by feeding
before migration begins and during stopovers—which is
measured by the fraction of lean body mass accumulated
per day; and (2) departure load—the amount of fat and
protein expressed as a fraction of lean body mass. The
predicted relationship between these two variables under
the three optimality models is shown in Figure 7. The
key prediction of the third model is that the departure
load of a bird will be constant and independent of the
rate at which fuel can be accumulated. Both the time and
the energy minimization models show an increasing
relationship so that when more fuel can be accumulated,
the departure load will increase.

Time minimization

Energy minimization

Departure load

Cost of transport minimization

(fuel mass as a fraction of body mass)

Fuel deposition rate
(fraction of body mass accumulated per day)

Figure 7 Relation between fuel deposition rate and
departure load for birds migrating in a series of flights
with stopovers en route. Three migration strategies are
possible to minimize time or energy, and the graph shows
the predictions of these three models. The costs of
transport model is energy minimization on an annual basis,
while the energy minimization model is energy minimization
for the migratory period only. (Modified from Bayly 2006.)
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We can test the models by measuring fuel deposi-
tion rate and departure loads for migrating birds. Bayly
(2006) did this with reed warblers (Acrocephalus scir-
paceus), a trans-Saharan migrant. These birds must cross
over 2500 km of desert, a feat that requires a large fuel
load. Much of the migration in this species and other
birds is spent in a series of fuelling phases, and migra-
tory flight will occupy a relatively short amount of time
overall. Bayly (2006) provided reed warblers with sup-
plementary food at a site in southern England, and was
able to record fuel deposition rate and departure loads,
with the results shown in Figure 8. There is consider-
able variation among individual birds, but the time
minimization model fit the data best. So far, most of
the tests of the optimal migration model have sup-
ported the time minimization model.

The amount of energy small birds use in stopovers
is typically two to three times the amount of energy used
in actual migratory flights (Hedenstrém and Alerstam
1997). The time spent in stopovers is about 7 times that
spent on flight for small birds, and much more for larger
birds. These surprising results suggest that more studies
need to be undertaken at stopover points for migratory
birds to measure the energetics of individual birds dur-
ing stopovers. Critical habitats for migratory birds are

— Time model, 2 days stopover

== Energy model, 2 days stopover

— Time model, 3 days stopover
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Figure 8 Optimal migration strategy for the reed
warbler. The best fit to the observed data is given by the
time minimization model with 3 days stopover costs. The
cost of transport model, which predicts a horizontal
relationship, is not supported for this species. High
variability among the individual birds could be due to birds
making errors when calculating the correct departure load.
(Modified from Bayly 2006.)

not just the endpoints (breeding and wintering areas),
but also the stopover localities in between.

Many large mammals undertake seasonal migra-
tions typically associated with seasonal food resources
(Fryxell and Sinclair 1988). These migrations can have
important consequences for population dynamics.

Group Living

Many animals live in groups. Grazing herbivores form
large herds, fish school together, carnivores form hunt-
ing groups, birds breed in large colonies, and some an-
imals live in extended family groups. If natural
selection favors individual interests over group inter-
ests, why should animals ever associate, much less co-
operate with others to hunt or raise young? We can
start to understand the factors that drive the evolution
of group living by evaluating its benefits and costs
(Table 2).

Benefits of Group Living

The two main factors affecting group size are food and
predators. If food is sparsely distributed and difficult to
locate, living in a group can increase an individual’s
foraging success by allowing it to obtain information
about the location of food from successful foragers.
This idea, which was first proposed by Paul Ward and
Amotz Zahavi in 1973, explains why some birds nest in
colonies.

Social insects are the classic example of cooperation
for food gathering. Karl von Frisch discovered more than
80 years ago that when successful bee foragers returned

Table 2 Potential benefits and costs
of group living in animals.

Potential benefits Potential costs

Increased foraging
efficiency

Competition for food

Increased risk of disease

or parasites
Reduced predation Attraction of predators
Increased access to mates  Loss of paternity

Brood parasitism

Loss of individual
reproduction

Help from kin
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to the hive, they communicate the location of a rich food
source using a waggle dance (Figure 9). This dance
involves running through a small figure-eight pattern—a
straight run followed by a turn to the right to circle back
to the starting point, and then another straight run fol-
lowed by a turn and circle to the left. The straight section
of the dance is the most striking and the most informa-
tive part of the signaling bee’s dance. While walking
straight ahead, the bee waggles or vibrates its body back
and forth, side to side. At the same time, the bee emits a
buzzing sound. Typically, several workers cluster closely
around the dancing bee, trying to maintain contact and
to obtain information (von Frisch 1967).

The direction and duration of straight runs in the
dance are closely correlated with the direction and dis-
tance of the patch of flowers just visited by the dancing
forager (see Figure 9). The farther away the target, the
longer the straight-run part of the dance. In addition to
information on the direction and distance of the flower
food source, the dancing bee also communicates the
odor of the flowers. This communication is typically
given by the pollen it carries back on its hind legs, or in
the nectar it regurgitates to the surrounding bees.

There is no question that the dance of the return-
ing honeybees gives information to the recruits, but
how precise is it and over what range can it operate.
Bees routinely forage up to 12 km from their nest (See-
ley 1985), and it is clear that bees can recruit nest-
mates to forage in patches up to 10 km from home.
But how precise is this recruitment? Only a small per-
centage of bees that closely follow the waggle dance
actually find the food source. Gould (1975) described
one study in which the precision of recruitment to a
food source 315 m distant had an error of about 60 m
in either direction. Successful recruits in several stud-
ies needed two to seven trips to find the exact food
source. One suggestion is that once in the general area
of a food source, bees use odors to find flowers. But it
has been shown that bees in hives that are allowed to
carry out dances with directional light had improved
food collection compared with bees in colonies that
had diffused light in the hives (which does not permit
the correct dance orientation). Sherman and Visscher
(2002) found that this advantage from the properly
oriented dances was effective in increasing colony
food collection only in those seasons of the year when
the sun was at its highest.

A second potential benefit of group living is a reduced
risk of predation. Group living may appear to be a benefit
to the group, but it is the advantage it gives to individual
animals that is the driving force in the evolution of group
living. If a predator takes a single individual as prey, each
individual's risk of predation would drop from 10 percent
in a group of 10 to 1 percent in a group of 100, if all other
factors are equal. This “dilution effect” is a passive benefit
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Figure 9 The waggle dance of the honey bee. (a) The
patch of flowers lies 1500 m out along a line 40° to the right of
the sun as the bee leaves the colony nest in the tree. (b) To
advertise this target when the forager returns to the nest, the
bee runs through a figure-eight pattern, vibrating her body
laterally as she passes down the straight run. The straight run is
oriented on the vertical honeycomb by transposing the angle
shown in (a) to the angle between the straight run and the
vertical. (c) Distance to the flowers is coded by the duration of
the straight run. (Data from Seeley 1985.)
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of larger groups. But this benefit must be balanced against
the higher probability that a predator will find a large
group than a small group or an individual. Animals in a
group can also actively lower their risk of predation by
being vigilant for predators. Increasing group size can
make vigilance more effective and less costly, since many
eyes increase the probability of predator detection and re-
duce the time each individual must spend being vigilant.
Less time spent in vigilance should translate into more
time for other activities, such as foraging.

Guppies (Poecilia reticulata) in Trinidad live in
streams with differing predator densities. When preda-
tors are abundant, guppies school in more tightly spaced
groups (Figure 10). But predators prefer to attack larger
schools of guppies, which challenges the idea that it is
safer in a group. The key question is whether an individ-
ual guppy is safer in a larger group. Krause and Godin
(1995) tested the safety of group living in the laboratory
where they could expose groups of guppies to cichlid
predators for short time periods. Figure 11 shows that
predators attack larger schools more often if given a
choice between a small school of guppies and a large
school, but that for each individual guppy the likelihood
of being captured by the predator is much higher in
small groups.

From an evolutionary point of view, success is
measured in terms of the number of copies of one’s
genes in future generations. An individual can increase
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Figure 10 Guppies in Trinidad streams live in tighter
schools in streams in which predators are more abundant.
Each point represents a different stream, and the cohesion
score is based on how much individual fish spaced from one
another (with 95 percent confidence). (Data from Seghers
1974.)

its evolutionary success, or fitness, directly by producing
its own young, and indirectly by increasing the survival
or reproductive success of close relatives, which have
some of the same genes. Helping relatives and being
helped by relatives is one benefit of group living in
some animals, so cooperation in these animals has an
evolutionary explanation.

Belding's ground squirrels (Spermophilus beldingi)
provide an example of apparent cooperation in group-
living animals. These rodents live in burrows in alpine
and subalpine meadows in western North America. Al-
though both sexes disperse from the burrow where
they were born, males move much farther than fe-
males. This difference in dispersal distance leads to
neighborhoods where females are closely related but
males are not. Belding's ground squirrels produce loud
alarm calls when predators—chiefly coyotes, pine
martens, and long-tailed weasels—are in the area.
Alarm calls serve as an early warning for other ground
squirrels living nearby, but they provide no immediate
benefit to the caller. In fact, they may increase costs for
the caller by attracting predators to it. Why then
should any individual produce alarm calls? Paul Sher-
man addressed this question by studying a population
of individually tagged Belding’s ground squirrels over
several years. He found that females were far more

Individual guppies
had a much higher
chance of being
eaten in smaller
schools.

Predators attacked
the larger schools
more frequently.
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Figure 11 Experimental analysis of predation risk in
guppy schools. The cichlid fish Aequidens pulcher was
used as the predator in these experiments. The overall result
is that an individual guppy always benefited by joining a
large school, even though large schools are attacked more
often. (Data from Krause and Godin 1995.)
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Do Individuals Act for the Good of the Species?

N atural selection occurs because of the reproductive ad-
vantages of some individuals. This view of the world im-
plies that all individuals are in competition with each other
and will behave to further their own interests. From a philo-
sophical viewpoint, the idea that the world is full of selfish
individuals clashes with many of the values we hold for
human societies, such as cooperation, community spirit,
and selflessness. Does the variety of behaviors that we ob-
serve in animals, even the apparently cooperative ones, re-
ally arise from the interactions of selfish individuals? Can
traits evolve that favor the larger interests of a group or soci-
ety? Does evolution lead only to selfishness? These are key
questions that interest social scientists, philosophers, and
biologists. Biologists do not think that individuals ever act
for the good of the species, but there are many situations in
which what appear to be selfish individual behaviors oper-
ate to benefit a group.

It is easy to imagine that populations of selfish individ-
uals might overexploit the available resources and be-
come extinct, whereas populations that have evolved
social behaviors preventing overexploitation of resources
might have better long-term survival prospects. Natural
selection for traits that favor groups rather than individuals
is termed group selection. The idea that groups of ani-
mals could evolve self-regulating mechanisms that prevent
overexploitation of their food resources was first argued in
detail in 1962 by V. C. Wynne Edwards, an ecologist at the
University of Aberdeen in Scotland. Despite its intuitive
appeal, group selection is not considered very important
in producing changes in species traits. Group selection
operates much more slowly than individual selection, mak-
ing it a much weaker selective force in most circumstances.

To understand apparently cooperative behaviors
that benefit the group or society, we need to look
for benefits accruing to individuals.

Imagine, for example, a species of bird, such as the puf-
fin that lives in large colonies and lays only a single egg.
Could laying a single egg have evolved in puffins by group
selection to limit population growth and maintain an ade-
quate food supply for the long-term good of the puffin

colony? The answer is no, because any mutation that in-
creased the number of eggs laid would be favored only if in-
dividuals laying two eggs leave more copies of their genes
to the next generation, compared with birds laying a single
egg. But ecologically speaking, costs would increase as well
as benefits. A puffin with two eggs would have to collect
more calcium to lay two eggs and would have to fly more to
feed two young. There are ecological costs to increasing the
clutch size in puffins. Consequently, genes for laying two
eggs would not spread through the population unless the
benefits would exceed the costs. Individual selection favors
the small clutch size in puffins. Short-term advantages to self-
ish individuals will accrue much more quickly than long-term
advantages to the group, so it is difficult to see how traits fa-
vored by group selection can be maintained in a population
unless they are also favored by individual selection.

But this does not mean that all behavior must be self-
ish and that altruism does not exist. To understand appar-
ently cooperative behaviors that benefit the group or
society, we need to look for benefits accruing to individu-
als. Individual selection can produce behaviors that are a
benefit for the group.

Some of the best examples of individuals working for
the good of the group come from the social insects. Ants
and many bees live in colonies in which the individuals co-
operate to rear young and defend the hive. Natural selec-
tion in the social insects operates through kin selection, and
individuals in these insect colonies cooperate to further the
interests of the entire colony (Queller and Strassmann 1998).
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likely to give alarm calls than males (Figure 12a).
However, females differed in the frequency with which
they called: Females with nearby relatives, even young
females that had no offspring of their own, called
more often than females that had no relatives in the
area (Figure 12b). Thus, Belding's ground squirrels
are more likely to call when doing so may benefit the
survival of their close relatives. The evolution of traits
that increase the survival, and ultimately the reproduc-
tive success, of one’s relatives rather than oneself is
termed kin selection.

Costs of Group Living

Living in a group has costs, as well as benefits (see Table
2). The magnitude of these costs limits the extent to
which a species forms groups and explains why some
groups are larger than others. Not surprisingly, living in
large groups leads to competition for resources, such as
food or mates. For example, Magellanic penguins
(Spheniscus magellanicus) form breeding colonies of up to
200,000 birds on subantarctic islands. Colony size in this
species appears to be limited by competition for food,
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Figure 12 Patterns of alarm calling by Belding’s ground
squirrels. (a) Effect of sex on frequency of calling. (b) Effect of
type of nearby relatives on frequency of calling by females. In
both (a) and (b), the vertical axis is the percentage of time that
squirrels produced alarm calls when a predator approached.
(Data from Sherman 1977.)

which consists of squid and pelagic schooling fishes
including anchovy. Adults and chicks in small colonies
ingest more prey of high-energy content than do indi-
viduals in large colonies (Figure 13), and fledglings in
small colonies are healthier and therefore more likely
to reach adulthood. The costs of group living are related
to colony size, and one of the consequences of this is
population regulation by food shortage.

Breeding in large colonies can also increase the trans-
mission of diseases and parasites, which have population
consequences. Another species of penguin, the king pen-
guin (Aptenodytes patagonicus), breeds in Antarctica in
colonies of up to 500,000 individuals. In large colonies,
adults and chicks become infested with ticks (Ixodes
uriae). High rates of tick infestation reduce the incuba-
tion success of adults (Figure 14).
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Figure 13 Relationship between nitrogen index and
colony size in Magellanic penguins. The nitrogen index is
based on the ratio of stable nitrogen isotopes in blood
samples and is an indicator of food quality. A higher
nitrogen index reflects a diet of more nutritious prey, such as
anchovies. All age and sex groups suffer a poorer diet in
large colonies. (Data from Forero et al. 2002.)
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Figure 14 Relationship between incubation
success and level of tick infestation in a king
penguin colony in the Crozet Archipelago. The
index of incubation success is the ratio of the number
of nests at hatching in February divided by the
number of nests at laying in November. (Data from
Mangin et al. 2003.)
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Another important cost of group living is loss of
parentage. Breeding in a group increases the chance that
an animal will raise another individual’s offspring. This
problem is well illustrated in cooperatively breeding
birds. Splendid fairy wrens (Malurus splendens) in south-
ern Australia are small songbirds that live in cooperative
groups of a dominant male, a single female, and one or
more auxiliaries (almost always males). All individuals
in the territorial group cooperate in feeding and caring
for young, and this is why dominant males tolerate auxil-
iary males in the group. But females engage in extra-pair
copulations, both with males from another group and
with auxiliary males within the group, so that about 40
percent to 70 percent of the offspring are sired by males
who are not the dominant territory holder (Rowley and
Russell 1997; Webster et al. 2004). The frequency of
extra-pair copulations increases with the size of the coop-
erative group (Figure 15). Extra-pair copulations help to
prevent inbreeding in cooperative breeders, and they ex-
plain in part the advantage that auxiliary males may gain
from helping raise broods. Webster et al. (2004) found
that 75 percent of the extra-pair young were fathered by
the dominant male in another group, 10 percent by aux-
iliary males in the same group, and 14 percent by auxil-
iary males in another group. The potential costs and
benefits of group living can vary among breeding groups
with different levels of relatedness. If all members of the
group are closely related, individuals will gain by helping
their relatives. But if few members of the group are re-
lated, individual selection will be stronger than kin selec-
tion and the ratio of costs and benefits for an individual
bird will be less favorable.

Group Living in African Lions

Ecologists have been studying the social behavior of
lions (Panthera leo) for more than 40 years in eastern
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Figure 15 Percentage of offspring that were sired by
extra-pair males as a function of the number of
auxiliary males in the splendid fairy wren in South
Australia. Bars indicate upper 95 percent confidence
limits. The larger the cooperative breeding group, the less
the reproductive success for the dominant male. (Data
from Webster et al. 2004.)
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and southern Africa, and they are now a classic example
of the costs and benefits of group living. Lions are the
most social member of the cat family, forming groups
called prides composed of one to seven males, 2 to 18
females, and their young. Prides are relatively small in
arid areas such as the Kalahari, and relatively large in
areas such as the Serengeti Plains that have more abun-
dant large prey (Packer et al. 1988). In this section, we
will examine the costs and benefits of different pride
sizes and try to understand the benefits of group living
for lions. Why do lions live in prides, and why do pride
sizes vary from place to place?

Male and female lions behave in very different
ways, and these differences influence the costs and ben-
efits of group living for each sex. Females almost never
leave the pride in which they were born. They cooper-
ate with their mothers, sisters, and other female rela-
tives in hunting, raising young, and defending territory.
In contrast, male lions are highly transient. They leave
their pride of birth when two to three years old and
roam widely in search of a new pride. Males that do not
belong to a pride often group with related or unrelated
males, forming coalitions that challenge males in exist-
ing prides for breeding positions. These challenges may
result in the death of one or more of the participants.
Once in a pride, the males do little hunting, and in-
stead spend most of their time defending their territory
by patrolling, scent marking, and roaring. Because of
frequent challenges, males rarely retain control of a
pride for more than two years.

Because of the behavioral differences between male
and female lions, we will consider the benefits of
male-male groups and female-female groups sepa-
rately. For males, the major benefit of grouping is
straightforward. Single males rarely succeed in obtaining
a breeding position within a pride. Large coalitions are
more likely to take over a pride and are more effective at
repelling challenges from other males. Males that take
over a pride kill unrelated cubs, and thus challenges
must be repelled. Consequently, an individual male’s re-
productive success increases with the number of males
in a coalition (Figure 16). The longer a coalition can re-
main in control of a pride, the more cubs those males
can produce, and the greater the cubs’ chances of sur-
vival. Although male reproductive success increases with
coalition size, individual breeding success becomes
more variable in the largest coalitions: Some males mate
often, whereas others rarely mate. As a result,
male-male competition for mating can act to set an
upper limit on coalition size.

For female lions, the benefit of group living—as
measured by reproductive success—is greatest in
groups of 3 to 10 females (Figure 17). This appears to
be the optimal group size, the size that results in the
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Figure 16 Benefit of group living in male lions. Males in
larger coalitions have increased reproductive success. (Data
from Packer et al. 1988.)
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Figure 17 Reproductive success of female lions in
prides of differing size. The production of cubs is maximal
when prides contain 3 to 10 females. (Data from Packer et
al. 1988.)
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Table 3 Specific benefits and costs of forming male or female groups in African lions.

Sex Benefits of grouping Costs of grouping

Male Increased ability to gain control of a pride (access to mates)  Sharing of paternity with coalition members
Increased ability to maintain control of a pride (higher
survival of offspring)

Female Preferential feeding of close kin (help from kin) Lower rate of food intake

Territorial defense (increased female and offspring survival)

largest relative benefit. How can we explain this obser-
vation? Careful calculations have shown that very
small prides (and even solitary lionesses) have the
highest rates of food intake. Thus, hunting success
seems to decrease as group size increases. In contrast,
larger groups facilitate territorial defense, which is im-
portant in preventing male takeovers. When new males
take over a pride, they typically kill all the young cubs.
That causes the females in the pride to rapidly enter es-
trus, allowing the new males to father offspring
quickly. Cub survival is higher in larger female groups
because larger groups are better able to save young
cubs from infanticide. Thus, the optimal group size in
female lions may represent a balance between hunting
success and territorial defense.

I Summary

If a population is to persist, its members must obtain
food, avoid predators and disease, and produce
offspring. They achieve these goals through a variety of
behaviors, which must be appropriate for their
particular environment. Many animals must make
decisions about where to forage, which individuals to
mate with, how large a territory to defend, and which
habitat to select for nesting. Natural selection is the
force that achieves the fit between how individuals
behave and their subsequent survival.

The key to understanding the behavior of
individuals is to determine the costs and benefits of
these decisions in terms of the number of offspring an
individual produces. Optimality models assist us in
understanding animal behaviors by forcing us to
quantify the costs and benefits of decisions. This

As this example of African lions illustrates, under-
standing which factors favor group living in a species
can be complex (Table 3). Although we can easily
identify potential costs or benefits of group living, to
single out the important factors, we must determine
how this behavior affects the survival and reproductive
success of an individual. Doing this successfully re-
quires detailed data on individuals from groups of dif-
ferent sizes, carefully designed field experiments, or
both. The relative benefit of group living may vary with
habitat type and other environmental conditions, mak-
ing long-term studies especially important. In many
species, the costs and benefits of group living differ be-
tween the sexes, which can lead to conflict between
males and females over the optimal group size.

approach has been particularly successful for foraging
behavior, and we can identify foraging rules by which
animals optimize their food intake rates. A cost-benefit
analysis can also help us identify the factors that affect
the social structure of a species, such as its optimal
group size and how large a territory it defends.
Understanding the factors that influence the behavior
of individuals may allow us to predict how different
species will respond to conservation problems such as
habitat loss.

Behavioral ecology forms a bridge to
understanding the dynamics of populations and
communities. Mechanisms such as climate change that
affect populations and communities must ultimately
relate to how individual animals adapt their behavior
to a changing environment.
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IR

eview Questions and Problems

1 In 1957 Carl Haskins moved 200 guppies from a
river with high predator abundance to the predator-
free upper headwaters of the Oropuche River in
Trinidad. What predictions would you make for the
guppies moved in this transplant experiment? How
would you test experimentally whether the
antipredator behaviors are under genetic control or
under environmental control? State two or more
hypotheses for this experiment and discuss how you
might test their predictions. Magurran et al. (1992)
discuss this transplant experiment.

2 What assumptions underlie the cost-benefit approach
to optimality models? Is it possible to test whether or
not an animal is acting optimally? Could there be
cases in which animals might not be well adapted?
Krebs and Davies (1993) discuss these questions.

3 Altruism—personal sacrifice on behalf of others—is
difficult for behavioral ecologists and evolutionary
biologists to explain because natural selection favors
the interests of individuals. Nevertheless, altruistic
behaviors toward relatives are observed in many animal
societies. Is there any way that altruism among
nonrelatives can evolve in animal societies? How might
altruism arise in human societies if it is based on self-
interest? Gintis et al. (2003) discuss this question.
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4 Many birds form groups in which only one female
breeds and other birds act as helpers at the nest.

Discuss the relative benefits of males and females for
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5 In Scotland, female offspring of red grouse disperse
to surrounding areas, while male offspring take up a
territory next to their father, if they survive. A male’s
territory is always occupied exclusively by one bird.
Describe how the aggression associated with
territorial defense might differ if a male is
surrounded by his sons or by unrelated males.
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humans.
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Analyzing
Geographic
Distributions

Key Concepts

e All species have a limited geographical range, and
the task is to discover what causes these limits.

Transplant experiments can help to identify the
potential range of a species.

Shelford's law of tolerance can be used to define the
critical environmental limits to survival and
reproduction and thus the potential geographical
range for a species.

e The tolerance ranges of species can change via
natural selection.
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Analyzing Geographic Distributions

KEY TERMS

control In an experimental design a control is a treatment
or plot in which nothing is changed so that it serves as a
baseline for comparison with the experimental treatments
to which something is typically added or subtracted.

dispersal The movement of individuals away from their
place of birth or hatching or seed production into a new
habitat or area to survive and reproduce.

habitat selection The behavioral actions of organisms
(typically animals) in choosing the areas in which they live
and breed.

Liebig’s Law of the Minimum The generalization first
stated by Justus von Liebig that the rate of any biological
process is limited by that factor in least amount relative to
requirements, so there is a single limiting factor.

physiological ecology The subdiscipline of ecology that
studies the biochemical, physical, and mechanical
adaptations and limitations of plants and animals to their
physical and chemical environments.

Shelford’s Law of Tolerance The ecological rule first
described by Victor Shelford that the geographical
distribution of a species will be controlled by that
environmental factor for which the organism has the
narrowest range of tolerance.

—

Why are organisms of a particular species present in
some places and absent from others? This is the sim-
plest ecological question one can ask, and hence it
forms a good starting point for introducing you to spa-
tial ecology. This simple question about the distribu-
tions of species can be of enormous practical
importance. Two examples illustrate why. Five species of
Pacific salmon live in the North Pacific Ocean and
spawn in the river systems of western North America,
Asia, and Japan. Salmon are valuable fish for commer-
cial fishermen and sport fishermen alike. Why not trans-
plant such valuable fish to other areas—for example, to
the North Atlantic or to the Southern Hemisphere? Why
are five species of salmon present in the Pacific but only
one species in the Atlantic? Sockeye salmon have been
transplanted to France, Denmark, Mexico, and Ar-
gentina but did not survive there (Lever 1996). Coho
salmon were successfully transplanted to New Zealand
in 1904 (Kinnison et al. 1998). Why are some salmon
introductions successful and many others not?

The African honey bee is a second example that il-
lustrates the practical consequences of species distribu-
tions. The African honey bee (Apis mellifera scutellata) is
a very aggressive subspecies of honey bee that was

brought to Brazil in 1956 in order to develop a tropical
strain with improved honey productivity. They escaped
by accident, and the spread of the African bee since
1956 is shown in Figure 1. Because African bees are ag-
gressive, they may drive out established colonies of the
Italian honey bee (Apis mellifera ligustica). In other situ-
ations, hybrids may be formed between the African and
Italian subspecies.

In 1982 the African honey bee crossed the Panama
Canal. It reached Mexico in 1985, and southern Texas in
1990. Moving roughly 110 km per year, it crossed the
border into California in 1994 and is currently slowly
spreading into the southern United States. By 2007 the
African bee has reached central Oklahoma, central Cali-
fornia and Nevada, and all of Arizona. It had hitchhiked
over to southern Florida and has spread there. Unfortu-
nately, African bees are aggressive toward humans and
domestic animals, and accounts of severe stinging and
even deaths have served to highlight the spread of the
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Figure 1 Spread of the African honey bee in the
Americas since 1956. Southward and westward expansion
in South America has been slight since 1983. Colonization of
south Florida since 2001 has been the result of hitchhiking
on ships or trucks. The northward movement in the
southwestern United States has slowed considerably in the
last few years. The dark orange area shows the spread from
1998 to 2006, and the lighter orange area the spread from
1993 to 1998. (Map data from O. R. Taylor and US
Department of Agriculture, National Invasive Species
Information Center.)

61



62

Analyzing Geographic Distributions

African bee (Schneider et al. 2004). By 2004 the African
honey bee had killed 14 people in the United States,
and beekeepers are understandably worried that the
African bee will damage the established honey bee in-
dustry. What factors limit the distribution of the African
honey bee? Will this species be able to live as far north
as Oregon and North Carolina?

Transplant Experiments

To answer questions concerning distribution, we must
first determine whether the limitation on distribution re-
sults from the inaccessibility of the particular area to the
species. One way to determine the source of limitation is
a transplant experiment. In a transplant experiment, we
move individuals of a species to an unoccupied area and
determine whether they can survive and reproduce suc-
cessfully in the new environment. Some organisms can
survive in areas but cannot reproduce there, so we should
follow transplant experiments through at least one com-
plete generation. The two possible outcomes of a trans-
plant experiment are the following;

Outcome Interpretation

Distribution limited either
because the area is inaccessible,
time has been too short to
reach the area, or because the
species fails to recognize the
area as suitable living space.

Transplant successful

Distribution limited either by
other species or by physical and
chemical factors.

Transplant unsuccessful

A proper transplant experiment should have a
control, transplants done within the distribution to
provide data on the effects of handling and transplant-
ing the individual plants or animals.

If a transplant is successful, it indicates that the po-
tential range of the species is larger than its actual range.
Figure 2 shows this schematically for a hypothetical
plant or animal. The results of successful transplant ex-
periments thus direct our further investigations in one of
two ways. If a species does not seem to occupy all of its
potential range, we must determine if it can move into
its potential range or if it lacks suitable means of reach-
ing new areas. Some animal species could move into
new areas but do not do so. For these species, we must
study their mechanisms of habitat selection.

If the species cannot survive and reproduce in the
transplant areas, we ask whether biotic interactions
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Figure 2 Hypothetical sets of transplant experiments
applied to the same species. The yellow area represents
the actual distribution of the population. The limit of the
potential range is shown in light blue. Many separate
transplant experiments are needed to define the limits of the
potential range; only five are shown in this illustration.

with other species or abiotic factors exclude it from
these areas. Limits imposed by other species may in-
volve either the negative effects of predators, parasites,
disease organisms, or competitors, or the positive ef-
fects of interdependent species within the actual range.
We can often determine if other species are restricting
distribution by conducting transplant experiments with
protective devices such as cages designed to exclude the
suspected predators or competitors. For example, we
can transplant barnacles in mesh cages to deeper waters
along the coast to see if they can survive in deep water if
starfish or gastropod predators are kept away.

If other species do not set limits on the actual range,
we are left with the possibility that some physical or
chemical factors set the range limits. For example, many
tropical plant species cannot withstand freezing temper-
atures, and the frost line effectively limits their distribu-
tions. Limitations imposed by physical or chemical
factors have been studied extensively and are the subject
of a whole discipline called physiological ecology.

Physiological Ecology

Physiological ecologists study the reactions of organisms
to physical and chemical factors. To live in a given environ-
ment, an organism must be able to survive, grow, and re-
produce, and consequently physiological ecologists must
try to measure the effect of environmental factors on sur-
vival, growth, and reproduction. Victor Shelford, one of
the earliest North American animal ecologists, was the first
to formalize the ideas of physiological ecology with the
view to understanding the distribution of species in natu-
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Liebig’s Law of the Minimum

ustus von Liebig (1803-1873) was a nineteenth-century
German chemist. After working in organic chemistry in
the first part of his life, he became interested in biochem-
istry and in particular how plants transform inorganic mat-
ter in the soil and atmosphere into organic matter. He
postulated in 1840 what has been called Liebig's Law of
the Minimum, which states that the rate of any biological
process is limited by that factor in least amount relative to
requirements. Crop yields were limited, according to
Liebig, by a single nutrient, and if one added the limiting
nutrient in fertilizer, production would increase. Liebig's
work with artificial fertilizers was revolutionary in its time
because of its linkage of chemistry and biology and its
achievements in producing higher crop yields.
Liebig's Law has been attacked as too simplistic be-
cause it postulates that at any point in time there is only one

limiting factor for any process. The modern view is that a
number of nutrients may be limiting simultaneously, and
that there may be combined enhancements from mixtures
of nutrients. Although Liebig’s Law is not applicable in all sit-
uations, it forms a very useful starting point for understand-
ing what limits ecological processes. Consider one relatively
simple question: What limits the distribution of African
bees? The key to answering this question is experimental
work in physiological ecology: Vary temperature and de-
scribe how survival and reproduction change with changing
temperature. If we find that temperature is limiting in one
area, however, this does not mean that moisture is not limit-
ing in another area, or that in yet another area a combina-
tion of temperature and moisture are not the key factors. In
this manner, we built complexity experimentally, but on a
foundation established by a German chemist 150 years ago.

ral communities. Working at the University of Illinois,
Shelford developed the major conceptual tool of physio-
logical ecologists, Shelford’s Law of Tolerance, which
can be stated as follows: The distribution of a species will be
controlled by that environmental factor for which the organism
has the narrowest range of tolerance.

The job of physiological ecologists is to determine the
tolerances of organisms to a range of environmental fac-
tors. This is not a simple chore. We could, for example, de-
termine the range of temperatures over which a species
can survive. For fish there are three methods that have
been used to determine temperature tolerances (Beitinger
et al. 2000) The most common method used is the critical
thermal methodology Figure 3. Fish are acclimated to a
specific temperature and then subjected to a constant lin-
ear increase or decrease in temperature until a sublethal
endpoint is reached. The endpoint is observed by the be-
havior of the fish, which show disorganized locomotion
once the critical thermal minimum or maximum is
reached. In this way lethal temperatures can be estimated
without actually killing fish. Figure 4 shows the tempera-
ture tolerance polygon for the sheepshead minnow. There
is an upper lethal temperature beyond which these min-
nows cannot survive. This upper lethal temperature is sen-
sitive to the acclimation temperature at which the fish
have been living. Clearly, the sheepshead minnow has a
very broad range of temperature tolerance—in fact it has
the highest critical maximum temperature of any fish yet
tested. Other fish, such as the various salmon species, have
very low critical temperature maxima (~20°C). Thus if the
water temperature rises above about 20°C because of cli-

mate change or human impacts, many salmon species will
disappear. Critical temperature minima have not been
measured for many fish species, and this information is es-
sential to determine if introduced species can spread.

We can repeat these tolerance studies for oxygen,
pH, and salinity and build up a detailed picture of the
tolerance limits of any particular species of plant or ani-
mal. Figure 5 illustrates hypothetical limitation by two
factors. To these simple Shelford models we can then
add complications. The stages of the life cycle may dif-
fer in their tolerance limits, and consequently we
should measure the most sensitive stage when con-
structing these models. The young stages of both plants
and animals are often most sensitive to environmental
factors. These tolerance limits define the fundamental
niche of the species.

Two other factors complicate the determination of
tolerance limits. First, species can acclimate physiologi-
cally to some environmental factors. Figure 4 illustrates
this concept: The lethal temperatures depend on the ac-
climation temperature, the temperature at which the
fish have been living. Second, tolerance limits for one
environmental factor will depend on the levels of other
environmental factors. Thus in many fish, for example,
pH differences will affect temperature tolerances.

Another problem arises when we try to apply these
tolerance limits to situations in the real world. Animals
are particularly difficult because they are mobile and can
resort to a variety of tactics that help them avoid lethal
environmental conditions. Both plants and animals have
evolved many types of escape mechanisms. Many birds
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Figure 3 Determination of the critical thermal maximum
and minimum temperatures in fish. (a) Fish are acclimatized
at a given water temperature, and then subjected to an
increasing water temperature (usually about 0.3°C per minute)
until they show locomotory distress, and the trial is then
stopped and the fish returned to the acclimation temperature
to recover. (b) Similar methods are used to determine the
critical thermal minimum temperature. This procedure is
repeated for a variety of acclimation temperatures to
construct the temperature tolerance polygon illustrated in
Figure 4. (Modified from Beitinger et al. 2000.)

and some insects migrate from polar to temperate or
equatorial regions to avoid the polar winters. Some
mammals, such as the arctic ground squirrel, hibernate
during the winter and thereby avoid the necessity of feed-
ing during the cold months of the year. Plants become
dormant and resistant to cold temperatures in winter,
while many insects enter a cold-tolerant diapause.

Adaptation

The organisms whose distributions we study today are
products of a long history of evolution, and the physio-
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Figure 4 Temperature tolerance polygon for the
sheepshead minnow (Cyprinodon variegatus). The
dashed line indicates a 1:1 relationship between acclimation
temperature and critical thermal limit. (Modified from
Beitinger et al. 2000.)

Moisture and temperature limiting

Temperature
limiting
in this
region

Adequate range
for survival and
reproduction

Moisture

Moisture limiting in this region

Temperature

Figure 5 Idealized plot of Shelford’s Law of Tolerance
for two factors that might limit geographical
distributions. In this hypothetical example, if temperature is
below 1.7 units, or moisture level is below 1.15 units, the
organism cannot survive. The geographical range must
occur in the yellow zone for these two factors. Too much
moisture and excessively high temperatures set the upper
limits of tolerance in this simple example.

logical ecologist studies their adaptations in much the
same way that we might study a single frame of a mo-
tion picture. The tolerances of species can change via
the process of natural selection. Good examples are
found in the adaptation of plants to heavy-metal toxic-
ity and serpentine soils.

Heavy metals such as lead are extremely toxic to
plants: 0.001% of lead and 0.00005% of copper will kill
most plants within a week. In mining wastes contami-
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nated soils often contain 1% of lead, copper, and zinc
and thus should kill all plant life. But in less than 50
years the grass Agrostis tenuis has evolved populations
that live on mine wastes in Great Britain (Antonovics et
al. 1971). A few species adapt to these high concentra-
tions of lead, zinc, and copper, but most plants from
pastures will not survive on mine soil. Normal Agrostis
tenuis populations, however, contain a few tolerant in-
dividuals. If one sows 2000 seeds on mine soil, only
four or five grass plants will grow (Wu et al. 1975). On
toxic mine soils only these tolerant genotypes survive.

Copper-tolerant populations of Agrostis have
evolved by rapid natural selection acting on very rare in-
dividual grass plants that are partly tolerant to high
copper levels (Wu et al. 1975). Current populations are
maintained by strong disruptive selection dictated by
contaminated soils. Not all plant species are able to
evolve metal tolerances; many species do not have the
appropriate genetic variation in their normal popula-
tions (Bradshaw and Hardwick 1989).

There is a cost to being tolerant to heavy-metal pol-
lution. The tolerant genotypes of Agrostis tenuis grow
poorly compared with normal genotypes when they are
grown in normal soil under crowded conditions (Mac-
nair 1987). One possible reason is that tolerant plants
require more than trace amounts of heavy metals to be
able to grow properly. Tolerant plants are at a selective
disadvantage away from contaminated soils.

Such evolutionary changes further complicate the
task of the ecologist who is trying to understand the dis-
tribution of a species. We must ask the question, What
factor sets the current limitation on the geographic dis-
tribution of this species? But then we must ask further:
Why for many species has natural selection not been
able to increase the tolerance limits of a species and
thereby expand its geographic range? If Agrostis tenuis
has been able to increase its limits of tolerance to heavy
metals, why has this not occurred in many other plant
species? Is there simply a lack of genetic variability in
nontolerant species so that natural selection has no im-
pact on adaptation to tolerating heavy metals?

The grass Agrostis tenuis has thus increased its geo-
graphic range on a microscale by adapting to contaminated
soils. When we observe geographic range changes we typi-
cally think that such shifts are due to changes in the envi-
ronment, but the Agrostis tenuis example shows that some
range shifts are caused by evolutionary changes in the phys-
iological attributes of the individuals in a population.

Adaptive divergence in plants can be easily illus-
trated by reciprocal transplant experiment in which an
array of strains or species are planted in a common gar-
den (Figure 6). The existence of genetic variants or
strains within a single species illustrates that local adap-
tation occurs, and these local differences can be a pre-
cursor to speciation or its reverse (Seehausen 2006).

Figure 6 Response of eight strains of Achillea borealis
to serpentine soil (upper photo) and normal soil (lower
photo). The strains were collected as seed from four
different serpentine areas (142, 164, 135, and 184, red
arrows), and from four sites with normal soil (125, 161, 198,
and 206). (Photo courtesy of A. R. Kruckeberg.)

Figure 7 The contact between serpentine and calcareous
soils on Dun Mountain in New Zealand. The Nothofagus
beech forest (left) is unable to colonize serpentine soil (right)
that contains high concentrations of Ni, Cr, Co, Mn, and Mg.
Here the serpentine flora is dominated by a group of
endemic plants adapted to survive under these soil
conditions. Some of these plants may be able to be used to
revegetate toxic mine tailings. (Photo courtesy of Brett
Robinson, Swiss Federal Institute of Technology, Zurich.)

Plant adaptation to serpentine soils is a classic example
of natural selection in action.

Serpentine soils are formed by the weathering of ul-
tramafic rocks and are an excellent example of natural
soils that are toxic to most plants. Serpentine soils are
found around the world but are very patchy (Figure 7).

65



66

Analyzing Geographic Distributions

They contain a large number of endemic plant species.
Serpentine soils contain high amounts of magnesium
and low amounts of calcium, and also have high levels of
heavy metals—iron, nickel, chromium, and cobalt—
which are toxic to most plants (Brady et al. 2005). In ser-
pentine soils magnesium is taken up by plant cells as a
substitute for calcium, but this typically kills the cells of
normal plants.

Species that can tolerate serpentine soils are often
confined there because they are not able to compete in
normal soils (Figure 8). This suggests some evolution-
ary trade-offs in which species evolve physiological
mechanisms to live in serpentine soils, but these adap-
tations do not permit the species to recolonize normal
soils. The key adaptations of serpentine plants are to
tolerate low calcium-to-magnesium ratios, to avoid
magnesium toxicity, or to have a high magnesium re-
quirement (Macnair 1987). The physiological basis of
how these adaptations are achieved is not well under-
stood, nor is the evolutionary process by which serpen-
tine-tolerant populations evolve.

Experiments in Geographic
Ecology

Transplant experiments, such as that illustrated in
Figure 2, can be disastrous when pests are introduced
to new areas. It is critical that all transplant experi-
ments be done safely, with due regard for the ecosys-
tem. Indiscriminate transplanting of organisms
contains all the seeds of ecological disaster (Ruesink et
al. 1995; Pimentel et al. 2000). Most governments
have stringent rules prohibiting the importation of
plants and animals from other regions.

One cautionary note: We will begin by assuming
that the factors affecting geographic distributions oper-
ate in isolation from one another, as Liebig first sug-
gested in 1840. But we know this is not true from our
personal experience—a spring day at 15°C will be pleas-
ant if there is no wind, but it will seem cold if a strong
wind is blowing. The effects of temperature and wind,
of temperature and moisture, and of moisture and soil
nutrients are not independent but often interact. We

Figure 8 Schematic illustration of the growth of two
tree species on acid soil, normal soil, and serpentine soil.
Sargent's cypress is most common on serpentine soils in
Central California, and grows less well in normal soil. The
pygmy cypress by contrast grows poorly in serpentine soil
and well in normal soil, and is almost never found on
serpentine areas. Neither of these trees can survive in acid
soils with pH less than 5.0. (Modified from McMillan 1956).

will begin simply and see how much we can understand
by treating factors as separate effects, and then we will
add factors together when necessary.
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I Summary

Why are organisms of a particular species present in
some places and absent from others? This simple
ecological question has significant practical
consequences and thus deserves careful analysis. A
transplant experiment is the major technique used to
analyze the factors that limit geographic ranges. This
technique leads sequentially through the hierarchy
summarized in Figure 9.

To examine any particular problem of distribution,
ecologists proceed down this chain, eliminating things
one by one. We will see many examples in which part

Species absent

of this chain has been experimentally analyzed, but in
no case has this chain been studied completely for a
species.

The analytical question—What limits distribution
now?—is complementary to the evolutionary
question: Why has there not been more adaptation?
Thus we are led to investigate the genetic variation
within populations and to look for range extensions or
contractions that are associated with evolutionary
shifts in the adaptations of organisms to their
environment.

Figure 9 Hierarchical decision tree for determining the

because of reason why a particular species is absent from a
particular area. This is a logical tree, and thus you cannot
decide that temperature limits a species’ distribution unless

Area Yes Dispersal No you have answered “no” to the previous three levels of
inaccessible questions.
or insufficient
time
Habitat selection Yes Behavior No
Predation, parasitism, Yes Other Species No
competition, disease
Physical and

Temperature, light,
soil structure,

chemical factors

Water, oxygen,
salinity, pH,

fire, moisture, etc. soil nutrients, etc.
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IR

eview Questions and Problems

The northern spread of the African honey bee in
North America has slowed in recent years. Discuss
how you might find out the reasons for this
slowdown, and how you might find out how far it
might spread to the north.

Would you expect native fish species that have
evolved in a desert climate to have higher or lower
critical temperature tolerances than introduced
species? Discuss the implications of both of these
possible findings for species conservation. Carveth et
al. (2006) provide data on this question.

Discuss the problem of defining exactly the
“geographic distribution” of a plant or animal.
Gaston (1991) reviews this problem.

Design a research program to introduce sockeye
salmon to a New Zealand river system. You know
beforehand that salmon introductions almost always
fail. What studies might you undertake to increase
the chances of a successful introduction? Burger et al.
(2000) discuss one case history.

In discussing Liebig's Law of the Minimum,
Colinvaux (1973, p. 278) states:

The idea of critically limiting physical factors may
serve only to obstruct a theoretical ecologist in his
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quest for a true understanding of nature. . . . To
say that animals live where their tolerances let
them live has an uninteresting sound to it. It
implies that animals have been designed by some
arbitrary engineer according to some
preconceived sets of tolerances, and that they
then have to make do with whatever places on the
face of the earth will provide enough of the
required factors.

Evaluate this critique.

6 Butterflies in Europe and North America have been
extending their range to the north in recent years.
Discuss at least three hypotheses that could possibly
explain this range extension and indicate what data
you would like to have to test these hypotheses.

Overview Questions

Find a field guide to local flowers, birds, mammals, or
amphibians, and discuss what the maps showing geographic
ranges mean. On what scale would you map these ranges?
Consult the Patuxent Wildlife Research Center of the U.S.
Department of the Interior at www.pwrc.usgs.gov and look
at the bird distribution maps for the “Breeding Bird Survey
Results and Analysis” section. At what scale are these ranges
mapped?
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Some species do not inhabit an area because they
have not yet been able to disperse there. Dispersal
limitation can be tested by transplant experiments.

Global distributions are often limited by barriers that
block dispersal. On a local scale adaptations for
dispersal are common and few species are limited in
distribution by a failure to disperse.

Animal species may be limited in their geographic
distribution by selecting a range of habitats that is
more restricted than the range they could occupy
successfully.

The presence of other organisms—predators,
parasites, pathogens, or competitors—may limit the
geographic distributions of many species.

Predator limitations on prey distributions often
operate on a local scale. Diseases and parasites may
affect geographic distributions, but this impact has
been little studied.

Some organisms poison the environment for other
species with allelochemicals, and this form of
competition can affect local distributions,
particularly in plants. Competition between species
for food or space may affect local distributions and
cause evolutionary divergence between competing
species.
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KEY TERMS

allelopathy Organisms that alter the surrounding
chemical environment in such a way as to prevent other
species from using it, typically with toxins or antibiotics.

barriers Any geographic feature that hinders or prevents
dispersal or movement across it, producing isolation.

biogeography The study of the geographical
distribution of life on Earth and the reasons for the
patterns one observes on different continents, islands, or
oceans.

dispersal The movement of individuals away from their
place of birth or hatching or seed production into a new
habitat or area to survive and reproduce.

fitness The ability of a particular genotype or phenotype
to leave descendants in future generations, relative to
other organisms.

gene flow The movement of alleles in space and time
from one population to another.

ideal despotic distribution A theoretical spatial spread
of members of a population in which the competitive
dominant “aggressive” individuals take up the best
resources or territories, and less competitive individuals
take up areas or resources in direct relationship to their
dominance status.

ideal free distribution A theoretical spatial spread of
members of a population in which individuals take up
areas with equal amounts of resources in relation to their
needs, so all individuals do equally well (the polar
opposite to the ideal despotic distribution).

Reid's paradox The observed large discrepancy
between the rapid rate of movement of trees recolonizing
areas at the end of the Ice Age and the observed slow
dispersal rate of tree seeds spreading by diffusion.

tens rule The rule of thumb that 1 species in 10 alien
species imported into a country becomes introduced, 1 in
10 of the introduced species becomes established, and 1
in 10 of the established species becomes a pest.

—

In this chapter we begin to unravel the first three possi-
ble explanations of what limits geographic distribu-
tions of plants and animals. Some organisms do not
occupy all of their potential range, and if transplanted
outside their normal range they survive, reproduce, and
spread. The simplest explanation for the absence of an
organism from a particular area may be the species’ fail-
ure to reach the area being studied.

Dispersal Limitation on
Geographic Distributions

The transport, or dispersal, of organisms is a vast subject
that has been of primary interest not only to ecologists
but also to biogeographers, who seek to understand the
historical changes in distributions of animals and plants.
Some very difficult problems are associated with the
study of dispersal. For one thing, the detailed distribu-
tion is known for so few species that most dispersals are
probably not noticed. Dispersal of individuals between
different parts of a species’ range may occur often. Sec-
ond, an organism may disperse to a new area but not col-
onize it because of biotic or physical factors.

If colonization is successful, dispersal will result in
gene flow and thus affect the genetic structure of a
population. If the dispersing individuals are not a ran-
dom sample of the population, dispersal will result in a
founder effect, and the new population may be geneti-
cally quite distinct from the source population. Not all
dispersing individuals survive to breed, so gene flow
may be quite restricted in many species (Clobert et al.
2001). Dispersal is thus simultaneously an ecological
process affecting distributions, and a genetic process af-
fecting geographic differentiation.

The most spectacular examples of dispersal affect-
ing distribution involve species that are introduced by
humans and proliferate to occupy a new area. Other
examples are exploited species recolonizing their origi-
nal range. Next we look into three examples of these
situations.

Zebra Mussel (Dreissena polymorpha)

In 1988 a fingernail-sized mussel native to the
Caspian Sea of Asia was discovered in Lake St. Claire
near Detroit. No one knows how these mussels got
transplanted there, but the best guess is that around
1985 a ship from a freshwater port in Europe arrived
at the Great Lakes, where its ballast water containing
mussel larvae was dumped with no concern about
what organisms it might contain. The zebra mussel
quickly became a pest because it forms dense clusters
on hard surfaces and grows rapidly. The mussels were
noticed when they reached densities of 750,000 per
m?2 in water pipes in Lake Erie, clogging the water in-
takes of city water systems, electrical power stations,
and other industrial facilities in the Great Lakes
(Maclsaac 1996).

Since 1988 zebra mussels have spread rapidly in the
river systems of the central United States (Figure 1).
While the spread in river systems has been very rapid,
the colonization of small lakes in the central United



Factors That Limit Distributions |: Biotic

Figure 1 Expansion of the geographic range of the
zebra mussel (Dreissena polymorpha) from its discovery
near Detroit in 1988 to 2005. Yellow stars show the
discovery of overland movement of zebra mussels on boats
pulled in trailers. (Source: U.S. Geological Survey,
Nonindigenous Aquatic Species Program, 2007.)

States has been slow. Only 8% of suitable inland lakes
had been colonized up to 2003 (Johnson et al. 20006).
Because they are very efficient filter feeders, zebra mus-
sels have a positive impact on water quality, making
Lake Erie, for example, much clearer than it had been
previously. By feeding on phytoplankton they depress
populations of zooplankton, and by making the water
clearer they increase the growth of rooted aquatic plants
in shallow waters. In the Hudson River in New York,
phytoplankton biomass was reduced 80%-90% after
zebra mussels invaded, and zooplankton that feed on
phytoplankton declined by more than 70% after the in-
vasion (Pace et al. 1998). Zebra mussels also physically
smother other native clam species as they colonize all
available hard surfaces, including the shells of other
clams, possibly causing local extinction of some native
clam species.

California Sea Otter (Enhydra lutris)

Sea otters were hunted by fur traders around the North
Pacific to very low numbers by 1900. The few remaining

small populations were protected by international treaty
in 1911, and the California subpopulation of the sea otter
was believed to be extinct at that time. In 1914 a small
population was discovered at Point Sur in central Califor-
nia. Since then, otters on the central California coast have
increased in numbers and expanded their geographic
range to reoccupy areas from which they had been exter-
minated in the nineteenth century (Figure 2). The rate of
spread of the sea otter is easy to estimate because it lives
along the coastline in a linear habitat. The southern range
expanded 3.1 km/year between 1938 and 1972, and the
northern range expanded 1.4 km/year. These differences
could result from the southern otters moving more as in-
dividuals, or from the northern otters suffering greater
mortality (Lubina and Levin 1988). The recolonization of
sea otter populations in the southern part of their range
has been nearly completed and successful, so much so
that they are considered a potential “pest” in some ma-
rine reserves (Fanshawe et al. 2003).

Cane Toad (Bufo marinus)

The cane toad is native to Central and South America
from Mexico to Brazil. It was widely introduced during
the 1930s to islands in the Caribbean and the Pacific be-
cause it was believed to control scarab beetles, an insect
pest of sugarcane. It was brought into Queensland in
1935, where it failed to control any insect pests and in-
stead became a pest itself. Cane toads have parotid
glands that contain a poison that causes cardiac arrest. All
forms of the toad are poisonous, and humans eating cane
toad eggs have died from the toxin. Cane toads eat al-
most anything but mainly insects. They breed prolifically,
females laying 8000-35,000 eggs at least twice a year.

Cane toads are toxic to many of their potential pred-
ators, but some species of snakes seem to be evolving re-
sistance to the toxin (Phillips and Shine 2006). Because
of their toxicity and high reproductive rate, cane toads
have been moving across northern Australia since their
introduction in 1935 (Figure 3). In 1995 Sutherst et al.
(1995) predicted the possible range of the cane toad in
Australia (Figure 3a), and recent data confirm their pre-
dictions closely (Figure 3b). Cane toads have been mov-
ing west at about 40 km per year (Brown et al. 2006).
Individual marked toads have moved up to 1.8 km per
night, primarily along roads that have served as conven-
ient habitat corridors for rapid spread.

The Three Modes of Dispersal

These cases of colonization or spreading illustrate the
important point that many organisms can spread rap-
idly to new areas if conditions are favorable. Before we
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Figure 2 Expansion of the range of the California sea otter (Enhydra lutris) along
the California coast. The current range expansion began from Point Sur (red), where 50
sea otters were rediscovered in 1914. (After Lubina and Levin 1988.)

discuss the ecological consequences of dispersal, let us
define more carefully what we mean by dispersal.

The three ways in which species spread geographi-
cally, all loosely labeled as dispersal, are the following
(Pielou 1979):

1. Diffusion. Diffusion is the gradual movement of
a population across hospitable terrain for a period of
several generations. This common form of dispersal is
illustrated by the sea otter in California and the cane
toad in Australia.

2. Jump dispersal. Jump dispersal is the movement of
individual organisms across large distances followed by
the successful establishment of a population in the new
area. This form of dispersal occurs in a short time during
the life of an individual, and the movement usually

occurs across unsuitable terrain. Island colonization is
achieved by jump dispersal, and human introductions
such as the African honey bee can be viewed as an
assisted form of jump dispersal.

3. Secular dispersal. If diffusion occurs in
evolutionary time, the species that is spreading
undergoes extensive evolutionary change in the
process. The geographic range of a secularly dispersing
species expands over geologic time, but at the same
time natural selection is causing the migrants to
diverge from the ancestral population. Secular
dispersal is an important process in biogeography,
but, since it occurs in evolutionary time, it is rarely of
immediate interest for ecologists working in
ecological time.
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Figure 3 Cane toad distribution and expansion in Australia. (a) Potential distribution
of the cane toad in Australia predicted from climate data, with climate model predictions
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Department of Environment and Heritage, Canberra, 2007.)

One of the most spectacular colonizations occurred
at the end of the Ice Age when glaciers retreated from
Europe and North America. In 1899 a British botanist,
Charles Reid, raised the question of how trees recolo-
nized the British Isles after the Ice Age. Reid (1899)
identified a great discrepancy between the life history
characteristics of trees before and after the Ice Age, and
pointed out they spread quickly after the ice melted.
From the melting of the ice about 10,000 years ago
until the Romans occupied Britain about AD 50, trees
such as oaks expanded their range 1000 km northwards.
Reid calculated that this would take a million years.
Oaks, like most deciduous temperate zone trees, mature
at 10-50 years of age and drop seeds that on average fall
30 m from the parent tree. If trees migrate by simple dif-
fusion, the migration rate is set by the following simple
equation (Skellam 1951):

Distance moved = Dn'Vlog, R, (1)

where D = average dispersal distance
n = number of generations
R, = reproductive rate per generation

Thus, if a tree produces 107 seeds per generation over
300 generations, and seeds disperse 30 m with each

generation, this simple diffusion model predicts a range
extension of 36 km, far short of the observed recolo-
nization of 1000 km since the end of the Ice Age. This
discrepancy is now called Reid’s paradox.

Paleoecologists have calculated that to repopulate
Britain or northern parts of North America since the
glaciers melted, trees had to migrate 100-1000 m per
year (Clark 1998). How can we resolve Reid’s paradox
between the expected slow rates of tree diffusion and
the observed rates of range expansion?

Tree seed dispersal can be mapped by putting out seed
traps at different distances from the parent tree or by map-
ping the locations of seedlings that have been produced by
isolated trees. Figure 4 illustrates the typical pattern of the
seed shadow from a deciduous tree. Most seeds fall near the
parent tree, and a few are carried farther by wind or by ani-
mals. Clark (1998) measured the average seed dispersal dis-
tances of 12 species of temperate zone trees in the southern
Appalachians and found a range of 4-34 m, distances far
too small to account for recolonization by simple diffusion
after the ice melted.

The answer to Reid’s paradox seems to lie in haphaz-
ard, long-range dispersal of seeds. Even though the
mean dispersal distance is small, colonization rates are
driven not by the mean dispersal distance but by extreme
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Ships, Ballast Water, and Marine Dispersal

pecies invasions in terrestrial habitats have long been
recognized as a source of environmental problems, but
much less attention has been paid to marine invasions.
Many marine invasions have been due to human-assisted
dispersal either as organisms attached to the bottoms of
ships or by the release of ballast water (Ruiz et al. 1997).
During the nineteenth century many organisms
reached new ports attached to the bottoms of wooden
ships, and this was the main means of human-assisted ma-
rine introductions. But the advent of metal ships, antifoul-
ing paints, and faster ships has eliminated this transport
mechanism. At the same time, ballast water discharge has
increased dramatically as ships have become larger.
Chesapeake Bay received 10 million metric tons of ballast
water discharge in 1991, mostly from ships originating in
Europe and the Mediterranean. The zebra mussel is one of
the best known examples in North America of a species
brought in ballast water from elsewhere. A single ship can
now carry 150,000 tons of ballast water to maintain trim
and stability. The ballast water of five container ships en-
tering Hong Kong contained 81 species from eight animal
phyla and five protist phyla (Chu et al. 1997).

The biological results of these dispersal movements
are significant. Chesapeake Bay now has 116 introduced
marine species. San Francisco Bay has had 212 species
added to its marine ecosystem. Some of these intro-
duced species, such as the zebra mussel and the Asian
clam in San Francisco Bay, have become dominant mem-
bers of the community. Other introductions have not
been studied in detail, so their impact is not known. Two
health risks of introduced species have been detected.
Toxic red-tide dinoflagellates are transferred worldwide
in ballast water and may serve to trigger these algal out-
breaks. The cholera bacterium Vibrio cholerae occurs in
the ballast tanks of some ships and can survive for up to
240 days in seawater at 18°C (McCarthy 1996). When re-
leased into an estuary, cholera bacteria can attach to a
variety of marine organisms and thus enter the human
food chain.

This story contains two ecological messages: Many
marine species were originally limited in their global distri-
bution, and action to reduce the global transport of poten-
tially harmful organisms in ballast water is urgently
needed.
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Figure 4 Seed dispersal distances for the dogwood
Cornus controversa. This tree has fruits that are dispersed
by birds, but the vast bulk of the seeds fall near the parent
tree. Mean seed dispersal distance for these trees was

6.7 m. (Data from Masaki et al. 1994, Table 2.)

dispersal events (Clark et al. 2001). A few seeds are blown
by wind or moved by animals a long distance from the
parent tree. In the frequency diagram in Figure 4, these
long-range dispersers would be off the scale to the right.
Extreme long-distance events are difficult to record and
measure, since less than one seed in 10,000 might be

blown a long distance by wind or moved a great distance
by animals (Powell and Zimmermann 2004).

Dispersal can be affected by barriers. Many kinds of
barriers exist for different kinds of animals and plants.
But barriers are not always the factor limiting geographic
ranges. On a local or global scale, dispersal may not limit
distribution, because introduced species may be unable
to survive. Humans have moved many species around
the globe during the past 200 years, often with disas-
trous consequences. Long (1981) and Ebenhard (1988)
list some of the early attempts to introduce nonnative
birds to North America. Unfortunately, failures to estab-
lish a species are rarely studied to obtain an explanation,
and accidental introductions are often recorded only
when they are successful. In contrast to the global spread
of weeds, few plant species introduced into continental
areas can become established except in disturbed areas.

Bird introductions into continental areas are usu-
ally failures (Case 1996). Table 1 gives some data for
terrestrial and freshwater birds. In the continental
United States, only 13 species of introduced birds are
common, although 98 species have been introduced. In
Great Britain, only 9 successful establishments of birds
are recorded from 30 species introduced. About 204
species of breeding birds live around Sydney, Australia,
and 50 or more bird species were introduced to this
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Table 1 Historical success rates for introducing terrestrial and freshwater birds to some selected
islands and mainland locations.

No. of successfully No. of spp. No. of native

Location introduced spp. introduced Success rate (%) * spp. present
Australia (Victoria) 16 48 33 271
Bermuda 7 17 41 9
Continental USA 13 98 13 553
Great Britain 9 30 30 146
Hawaii (Kauai) 27 52 52 18
Mauritius 19 44 43 13
New Zealand 41 149 28 52
Tahiti 11 54 20 12
Tasmania 13 16 81 104

*The success rate is generally higher on islands than on continents.

This list includes only exotic species that increased and spread beyond the point of introduction.

SOURCE: Data from Case (1996, Table 2).

area. Only 15 species got established, and only 8
species are common. Thus continental bird introduc-
tions are successful about 10%-30% of the time.

Can we make any statistical generalizations about
the success of introduced species? Williamson and Fit-
ter (1996) have proposed the tens rule, which makes
the statistical prediction that 1 species in 10 imported
into a country become introduced, 1 in 10 of the intro-
duced species becomes established, and 1 in 10 of the
established species becomes a pest. To interpret the tens
rule we need some precise definitions of these terms.
Introduced species occur in four “states” and undergo
three “transitions.”

States Transition Definition
Imported Brought into the country
2 Escaping Transition from imported
to introduced
Introduced Found in the wild; feral
J Establishing Transition from
introduced to established
Established Has a self-sustaining
population
2 Becoming a pest Transition from
established to pest
Pest Has a negative economic

impact

In the terminology now applied to genetically engi-
neered organisms, introduced species are released,
whereas imported species are contained. The tens rule
states that each transition in the table has a probability
of about 10% (between 5% and 20%) (Williamson and
Fitter 1996).

The tens rule does not apply to many taxonomic
groups (Jeschke and Strayer 2005). For vertebrates in-
troduced between Europe and North America, success
at each step is nearer to 50% than to 10%. For aquatic
species in Europe about 63% of introductions become
established, more than expected by the tens rule. By
contrast, many fewer than 10% of the imported aquatic
species become introduced in Europe (Garcia-Berthou
et al. 2005). For established nonnative plants in the
United States, 6%-13% have invaded natural areas,
which is more or less consistent with the tens rule
(Lockwood et al. 2001). The first transition in introduc-
tions is the most difficult to quantify, and the general
ecological message is that imported species are success-
ful often enough to encourage strong quarantine ac-
tions for all groups.

Humans have increased dispersal on a continental
scale, but on a local scale many species have good to ex-
cellent dispersal mechanisms. Plants disperse primarily
by means of seeds and spores, and transport is rarely an
important factor limiting distributions of plants on a
local scale. Few experimental data are available to sub-
stantiate this general conclusion. Small animals often
have a life cycle stage that can be transported by wind,
and these species resemble plants in that their local dis-
tributions are rarely limited by lack of dispersal. Many
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insect species are transported by wind for long dis-
tances. Mosquitoes are a good example. The flight pat-
terns of disease-carrying mosquitoes have been studied
to enable the implementation of adequate control
measures. The distances mosquitoes disperse determine
the limits to which a given breeding location may allow
contact with people and the area where control work
must be done if a given human habitation is to be pro-
tected from diseases like malaria. Morris et al. (1991)
marked 451,000 mosquitoes with fluorescent dust in
central Florida in 1987 to see how far individuals would
disperse into human habitations. They found that 10%
of the marked individuals moved over 2.2 km within 2
days, and the maximum distance moved was 4.2 km.
Malaria control zones in tropical countries typically use
a 2-km barrier zone surrounding human habitations as
a rule-of-thumb for control since mosquitoes rarely
move that far. Wind can move mosquitoes much farther
than 2 km, and there are many records of mosquitoes
being carried long distances by wind (Service 1997).
Salt marsh mosquitoes in Louisiana have been captured
on oil rigs 74-106 km offshore, and in Australia salt
marsh species have been collected 96 km inland. One
marked mosquito in California was collected 61 km
from the release point. Mosquitoes are serious pests in
northern Canada, Alaska, and Eurasia, and local control
efforts are of limited success because of dispersal. Dis-
persal in mosquitoes is clearly very effective in coloniz-
ing vacant areas.

Colonization and Extinction

If dispersal occurs rapidly on a local scale, one would ex-
pect areas that are cleared of organisms to be recolonized
rapidly. Some large-scale colonization experiments have
occurred naturally. On August 26, 1883, the small vol-
canic island of Krakatau in the East Indies was completely
destroyed by a volcanic eruption. Six cubic miles (25 km?)
of rock was blown away, and all that remained of the orig-
inal island was a smaller peak covered with ashes. Two is-
lands within a few kilometers of the volcano were buried
in ashes. These sterilized islands in effect constituted a
large natural experiment on dispersal. The nearest island
not destroyed by the explosion was 40 kilometers away.
Nine months after the eruption, only one species—a spi-
der—could be found on the island. After only three years,
the ground was thickly covered with blue-green algae, and
11 species of ferns and 15 species of flowering plants were
found. Ten years after the explosion, coconut trees began
growing on the island. After 25 years, 263 species of ani-
mals lived on the island, which was covered by a dense
forest. Bird colonization of the islands has depended on
vegetation colonization, and the flora of the islands has
continued to increase (Whittaker et al. 1989). There is

some controversy about the methods of transport, but the
majority of the plants and animals were probably trans-
ported by wind. Larger vertebrates probably arrived on
driftwood rafts or in a few cases by swimming. The sug-
gestion that emerges from these observations is that when
there is vacant space, animals and plants are not long in
finding it.

These examples suggest that dispersal may limit
local distributions of a few plants and some animals,
but in most cases empty places get filled rapidly. Let us
now look at the other extreme and consider global dis-
tribution patterns before humans began to move organ-
isms on a large scale.

Terrestrial mammals other than bats do not easily
cross saltwater barriers (Brown and Lomalino 1998), so
whole faunas can diverge if they are isolated by ocean.
Marsupials, for example, became isolated in South
America and in Australia early in the Tertiary period (60
million years ago). Of the placental mammals, only ro-
dents and bats were able to colonize Australia before
the arrival of humans. South America was also isolated
by a water gap across Central America for most of the
Tertiary and became connected to North America only
during the last 2 million years. Once a land connection
was established, a flood of dispersing mammals moved
in both directions. The results for North America were
relatively minor—the arrival of the opossum, the porcu-
pine, and the armadillo as additions to the mammal
fauna. But in South America the results of colonization
were dramatic. Many South American mammals be-
came extinct and were replaced by North American
species. Carnivores from North America have com-
pletely replaced the carnivorous marsupials that previ-
ously occupied South America. Ungulates from North
America have entirely replaced the unique set of South
American ungulates (Darlington 1965).

The faunas and floras of oceanic islands also show
in graphic detail the limitations of distribution on a
global scale. New Zealand had no native marsupials or
other land mammals except for two species of bats at
the time Europeans first arrived. All of the plants and
animals that colonize New Zealand or any oceanic is-
land must do so across water. The unique combination
of difficult access, limited dispersal powers of different
species, and adaptive radiation has produced island flo-
ras and faunas of an unusual nature, such as the plants
and animals of Hawaii and the species Charles Darwin
found on the Galdpagos Islands off Ecuador.

The antarctic beech (Nothofagus spp.) is a good ex-
ample of how present geographic distributions are set by
geologic events. Until 135 million years ago the south-
ern continents were connected in a large landmass
called Gondwana. Groups present on Gondwana now
have a very disjunct distribution—Nothofagus is a good
example (Figure 5). Nothofagus seeds are heavy and
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poorly adapted for jump dispersal. Species of Nothofagus
have probably spread slowly overland by diffusion and
have been stopped by the sea, so their present distribu-
tion is a by-product of continental drift.

Continental drift not only takes certain continents
farther apart, it also brings some continents closer to-
gether. As the Australian tectonic plate, for example,
drifted northward after becoming detached from
Antarctica, it made contact with the Asian plate about
20 million years ago. As distances over water decreased,
jump dispersal of plants between Australia and Asia has
become steadily easier.

The Quaternary Ice Age is a more recent example of
how geographic distributions are affected by geologic
events. Chris Pielou (1991), working in Canada, has in-
tegrated much of the data on how the Ice Age affected
the flora and fauna of North America. The Ice Age
began about 2 million years ago. During the past
500,000 years, ice sheets in North America and Eurasia
have undergone great oscillations, waxing and waning
at least four times. We are now in the fourth interglacial
period. At the height of the last glaciation—about
20,000 years ago—the ice volume was 77 million km3,
three times the current amount. Sea level at the height
of the last glaciation was 130 meters below its present
level. If all the present ice melted, sea level would rise
70 meters (Pielou 1991). The biological effects of glacia-
tions are spectacular but slow. Dropping sea levels open
up migration routes for terrestrial organisms and may
restrict dispersal of marine organisms.

The flora and fauna of the world today have been
strongly affected both by the dispersal of species and
the geological formation of barriers that prevent organ-
isms from colonizing all of their potential range. The

great sweep of evolutionary history is a prolonged essay
on the role of dispersal and barrier formation in limit-
ing species distributions.

Habitat Selection

Some organisms do not occupy all their potential range,
and in the previous section we discussed cases in which
limited dispersal was the reason for the absence of a
species. Here we discuss cases in which organisms do
not occupy all their potential range even though they
are physically able to disperse into the unoccupied
areas. Thus individuals “choose” not to live in certain
habitats, and the distribution of a species may be lim-
ited by the behavior of individuals in selecting their
habitat. We define a habitat as any part of the bio-
sphere where a particular species can live, either tem-
porarily or permanently. Habitat selection is typically
thought of only with respect to animals that can in
some sense choose where to live by moving among
habitats. Plants show habitat preferences in quite differ-
ent ways than animals because they cannot actively
move from one habitat to another. Seeds or spores ar-
rive in different habitats through dispersal, and then ei-
ther survive and grow or die because of biological or
physical factors.

Habitat selection is one of the most poorly under-
stood ecological processes. If we assume that an animal
cannot live everywhere, natural selection will favor the
development of sensory systems that can recognize
suitable habitats. What elements of the habitat do ani-
mals recognize as relevant? We must be careful here to
define the perceptual world of the animal in question
before we begin to postulate the mechanism of habitat
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selection. Areas that appear “similar” to a human ob-
server may appear very different to a mosquito or a
fish. Conversely, habitats we think are very different
may be treated as the same by a bird.

Anopheline mosquitoes are often important disease
vectors, and their ecology has been studied a great deal
because of the practical problems of malaria eradica-
tion. Each mosquito species is usually associated with a
particular type of breeding site, and one of the striking
observations that a student of malaria first makes is that
large areas of water seem to be completely free of dan-
gerous mosquitoes. Large areas of rice fields on the
Malay Peninsula are free of Anopheles maculatus, as are
the majority of shallow pools in some breeding grounds
of Anopheles gambiae (Muirhead-Thomson 1951). Why
are some habitats occupied by larvae and others not?
Early workers assumed that something in the water pre-
vented the larvae from surviving, and they neglected to
study the behavior of females in selecting sites in which
to lay eggs. More recent work has emphasized the role of
habitat selection for oviposition sites in female mosqui-
toes and shown that larvae can develop successfully over
a much wider range of conditions than those in which
eggs are laid (Bentley and Day 1989). Thus, although we
presume that the female selects a type of habitat most
suitable for the larvae, many of the places she avoids are
suitable for larval growth and development.

In Belize, the malaria-transmitting mosquito
Anopheles albimanus oviposits only on floating mats of
blue-green algae (Rejmankova et al. 1996). In marshes
with dense cattail growth, blue-green algae are shaded
and do not produce mats. In cattail marshes no larval
mosquitoes were found, and in oviposition tests no lar-
vae were produced unless algal mats were present. Larval
mosquitoes are not found in open waters, and in Belize
A. albimanus is limited to marshes with algal mats.

In southern India, the mosquito Anopheles culicifa-
cies (a malaria vector) does not occur in rice fields after
the plants grow to a height of 12 inches (30 cm) or
more, even though these older rice fields support two
other Anopheles species. Russell and Rao (1942) could
find no eggs of A. culicifacies in old rice fields, yet when
they transplanted this mosquito’s eggs into old rice
fields, the larvae survived and produced normal num-
bers of adults. The absence of A. culicifacies from this
particular habitat is apparently due to the selection of
oviposition sites by females. In a series of simple experi-
ments, Russell and Rao were able to show that the main
limiting factor was the physical barrier posed by rice
plants of a certain height. Glass rods placed vertically in
small ponds also deterred female A. culicifacies from lay-
ing eggs, as did barriers of vertical bamboo strips. Shade
did not influence egg laying. This mosquito oviposits
while flying and performing a hovering dance, never
touching the water but remaining 2-4 inches (5-10 cm)

above it. Physical obstructions seem to prevent the fe-
male mosquitoes from the free performance of this
ovipositing dance and thereby restrict the species to a
smaller habitat range than it could otherwise occupy.
Habitat selection in birds has been studied in
greater detail than in most other groups, and most of
the examples in this chapter involve birds. Two kinds of
factors must be kept separate in discussing habitat se-
lection: (1) evolutionary factors, conferring survival
value on habitat selection, and (2) behavioral factors,
giving the mechanism by which birds select areas.
Habitat cues for birds of prey may involve perch sites.
Three species of buteos (broad-winged hawks) breed in
grassland and shrub-steppe areas of western North Amer-
ica. The red-tailed hawk selects areas with many perch
trees or bluffs, while the Swainson’s hawk and ferrugi-
nous hawk select more open areas with few trees (Janes
1985). These three hawks eat much the same prey
(ground squirrels, jackrabbits), and their habitat choice
corresponds with their foraging behavior. Red-tailed
hawks sit on perches and look for prey; their wings are
less suited to soaring. Swainson’s hawks are best at soar-
ing and hunt from the air much more than from perches.
Ferruginous hawks are intermediate in soaring abilities.
Flapping flight is uncommon in all these hawks, and
habitat selection is closely tied to their hunting methods.

Evolution of Habitat
Preferences

Why do organisms prefer some habitats and avoid oth-
ers? Natural selection will favor individuals that use the
habitats in which the most progeny can be raised suc-
cessfully. Individuals that choose the poorer, marginal
habitats will not raise as many progeny and conse-
quently will be selected against. Populations in marginal
habitats may thus be sustained only by a net outflow of
individuals from the preferred habitats. A variety of phys-
ical clues can be adopted by organisms as the proximate
stimuli in choosing a particular type of habitat. Natural
selection may act directly upon the behaviors that result
in habitat choice, or it may select for individuals that
have the capacity to learn which habitat is appropriate.
For birds, survival and reproductive success can de-
pend on nest-site choices, and can be the bases for the
evolution of nest-site preferences. When there are habitat
differences between successful and unsuccessful nests, the
process of natural selection can operate to ultimately
change nest-site distribution (Clark and Shutler 1999).
Figure 6 illustrates how natural selection might operate
to affect nest-site selection in birds. In this case there is di-
rectional selection for specific habitat features that in-
crease the probability of successful nesting. An example of
selection for nest-site habitat is given in Figure 7. Blue-
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Figure 6 A hypothetical gradient showing the nest
habitat available to a bird species (blue), the frequency
distribution of unsuccessful nests (red), and the frequency
distribution of successful nests (green). In this hypothetical
example there is directional selection along the habitat
gradient to the right. If this gradient is related to cover, birds
would be selected to prefer areas of higher cover in the long
term. (Modified after Clark and Shutler 1999.)

winged teal (Anas discors) are more successful if they nest
in areas that have more vegetation and are farther away
from habitat edges (such as shrub/grassland borders).
This differential nesting success gives rise to directional se-
lection that should alter female nesting-habitat choice in
these ducks, if this selection continues for many genera-
tions (Clark and Shutler 1999).

A simple theory of habitat selection can be used to
illustrate how habitat selection may operate in a natural
population (Fretwell 1972). Recall that for any particu-
lar species, we define a habitat as any part of the Earth
where that species can live, either temporarily or perma-
nently. Each habitat is assumed to have a suitability for
that species, and in this example we assume that three
habitats of different suitabilities are available to a
species. Suitability is equivalent to fitness in evolution-
ary time, and we will assume that females produce more
young in more suitable habitats than they do in less
suitable habitats. Suitability is not constant but will be
affected by many factors in the habitat, such as the food
supply, shelter, and predators. But in addition, suitabil-
ity in any habitat is usually a function of the density of
other individuals of the species, so that overcrowding re-
duces suitability (Figure 8). We assume in this simple
model that all individuals are free to move into any
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Figure 7 Breeding success of blue-winged teal in a
habitat gradient in Saskatchewan from 1983 to 1997.
Successful nests (n = 52) were farther from habitat edges and
contained more vegetation than failed nests (n = 81). There is
potential directional selection for nest-sites in this duck
species, similar to that illustrated in Figure 6. (Data from Clark
and Shutler 1999.)

habitat without any constraints, what Fretwell called the
ideal free distribution (Fretwell 1972). As a popula-
tion fills up the best habitat, it reaches a point where the
suitability of the intermediate habitat is equal to that in
habitat A, so individuals will now enter both habitats A
and B. As these two habitats fill even more, the poor
habitat finally has a suitability equal to that of habitats
A and B. The prediction that arises from this simple
model of habitat selection is interesting because it is
counterintuitive. We would predict from the model that
when density is high, good and poor habitats would
have equal suitabilities (but different densities), that in-
dividuals would be crowded in the best habitats and at
low density in the poor habitats (Figure 8). Is there any
evidence that this might in fact be the case in natural
populations?

Fretwell suggested a second model of habitat selec-
tion that could be applied to organisms that show terri-
torial behavior: the ideal despotic distribution. If
individuals are not free to move among all the available
habitats but are constrained by the aggressive behavior
of other individuals, then subordinate animals can be
forced into the more marginal habitats. The ideal
despotic distribution predicts that the density will not
be lower in the marginal habitats and may in fact be
higher if individuals are forced into these habitats. Most
importantly, the ideal despotic distribution predicts
that fitness will be lower in the poorer habitats.

The key to understanding habitat selection is to de-
termine the rules by which individual animals decide
which habitat to utilize. The proximate mechanisms by
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Figure 8 The ideal free distribution model of habitat selection. Three habitats are
used for illustration (A = good habitat, B = intermediate habitat, C = poor habitat).
Habitat suitability is measured by the fitness of individuals living in that habitat. For
illustrative purposes, three levels of population density are indicated. (a) The model
assumes that in all habitats fitness declines as population density increases and crowding
occurs. At low density an individual can achieve the highest fitness by living in habitat A,
and habitats B and C will be empty; see (b). At high density an individual can choose to
live in habitat A under crowded conditions, in habitat B under less crowded conditions, or
in the poorest habitat C with the least crowding. If individuals choose their habitat as in
this simple model, fitnesses of individuals will be equal in all three habitats at high density.

(Modified from Fretwell 1972.)

which habitats are selected are underlain by evolution-
ary expectations in fitness. We do not know how rapidly
organisms can change the genetic and behavioral ma-
chinery that results in habitat selection.

Problems can arise whenever habitats change, and
this has been a source of difficulty for many organisms
since humans have modified the face of the Earth. People
provide many new habitats and destroy others. Some
species, but not all, have responded by colonizing Homo
sapiens’s habitats. Other natural events, such as ice ages,
cause slower habitat changes. Organisms with carefully
fixed, genetically programmed habitat selection may re-
quire considerable time to evolve the necessary machin-
ery to select a new habitat that is suitable for them.
Adaptation can never be exact and instantaneous, and we
must be careful not to expect perfection in organisms.

Limitation by Predators

Up to this point we have discussed cases of biotic limi-
tation of geographical ranges in which an organism
could actually live in places that it did not occupy. From
now on we will be considering cases in which the or-
ganism cannot complete its full life cycle if transplanted
to areas it did not originally occupy. The reason for this
inability to survive and reproduce could be negative in-

teractions with other organisms, including predation,
disease, and competition, or positive interactions such
as mutualism or symbiosis. First we examine predation,
one of the clearest interactions between species because
predators eat their prey.

We begin our discussion of predation by consider-
ing the role of predators in affecting the geographical
distributions of their prey. Note that we define preda-
tion very broadly. Typical predators like lions kill their
prey. Herbivores prey on their food plants and usually
do not kill the plants. Parasites live on or inside other
organisms and again do not usually kill them.

The local distribution of some species seems to be
limited by predation. Work on intertidal invertebrates
has provided some classic examples of the influence of
predation on distribution. Kitching and Ebling (1967)
have summarized a series of studies at Lough Ine, an
arm of the sea on the south coast of Ireland.

The common mussel (Mytilus edulis) is a widespread
species on exposed rocky coasts in southern Ireland and
throughout the world. Small mussels (less than 25 mm
long) are abundant on the exposed rocky Atlantic coast
but within Lough Ine and the more protected parts of the
coast, this mussel is rare or absent. The only abundant
populations are in the northern end of the lough, but
these animals are typically very large (30-70 mm long).
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Figure 9 Percentage survival of mussels in transplant
experiments in and near Lough Ine. Small mussels (a)
disappear rapidly when transplanted anywhere in Lough Ine
but do not disappear if transplanted to the open coast.
Large mussels (b) disappear if transplanted to some parts of
Lough Ine such as the southeastern part but do not
disappear if transplanted to other parts of the Lough, such
as the southwestern part, where they occur naturally. (After
Kitching and Ebling 1967.)

Kitching and his coworkers transferred pieces of
rock with Mytilus attached from various parts of the
lough to others. (Figure 9) presents some typical re-
sults. Small Mytilus disappeared quickly from all sta-
tions to which they had been transferred within the
lough, the Rapids, and the protected bays; they sur-
vived only on the open coast. The rapid loss, shown in
Figure 9a, suggested that predators were responsible.
Large mussels that were transplanted around the lough
also disappeared rapidly from most stations (see Figure
9b), except places where they occurred naturally. Con-
tinuous observations on the transplanted mussels
showed that three species of crabs and one starfish
were the principal agents of mortality. By placing mus-
sels of various sizes and crabs of the three species to-
gether in wire cages, Kitching and Ebling were able to

show that one of the smaller species of crabs could not
kill large Mytilus but that the other crabs could open all
sizes of mussels. The areas of the lough where large
Mytilus survive have few large crabs, and where the
large crabs are common, Mytilus are scarce or absent.
Predatory crabs are probably restricted in their distri-
bution by wave action, strong currents, and low salin-
ity. Crabs also require an escape habitat in which they
spend the day.

The distribution of this mussel in the intertidal
zone at Lough Ine is thus controlled as follows: on the
open coast, heavy wave action restricts the size of mus-
sels and prevents predators from eliminating small
mussels. In sheltered waters, predators eliminate most
of the small mussels, and Mytilus survive only in refuge
areas safe from predators (such as steep rock faces),
where they may grow to large sizes.

These kinds of experiments illustrate four criteria
that must be fulfilled before one can conclude that a
predator restricts the distribution of its prey (Kitching
and Ebling 1967):

e Prey individuals will survive when transplanted to
a site where they do not normally occur if they are
protected from predators.

e The distributions of prey organisms and suspected
predator(s) are inversely correlated.

e The suspected predator is able to kill the prey, both
in the field and in the laboratory.

e The suspected predator can be shown to be
responsible for the destruction of the prey in
transplantation experiments.

In Australia, several species of small kangaroos
have been driven to near extinction by predation from
the introduced red fox. Rock wallabies are small kan-
garoos that live in rocky hill habitats throughout Aus-
tralia. Their numbers have been declining for nearly a
century, and numerous colonies have become extinct.
Kinnear et al. (1998) tested the hypothesis that red
fox predation was sufficient to limit the population
size and distribution of rock wallabies in Western
Australia. By poisoning red foxes around two
colonies, they showed that populations of wallabies
could recover dramatically in the absence of foxes
(Figure 10). Red foxes not only kill wallabies directly
but also reduce the area available for safe feeding to
sites near rocky escape habitat. Without foxes in the
area, wallabies ranged farther from the rocky areas to
feed. This is a good example in which native species
can suffer range reduction and even extinction be-
cause of introduced predators.

In the cases just discussed, the predator is believed
to restrict the distribution of its prey; consequently,
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Figure 10 Changes in rock wallaby (Petrogale lateralis)
abundance at two sites with red fox control and three
sites without red fox control. Fox control on the
experimental sites began in 1982 (indicated by arrow). The
rock wallaby population on one of the three unmanipulated
sites went extinct in 1990. (After Kinnear et al. 1998.)

the reasons for the predator’s distributional limits
must be sought elsewhere. In these situations, the
predator may feed on a variety of prey species, and
each prey species may in turn be fed upon by many
predatory species. The relationship may also operate
in the other direction, and the prey may restrict the
distribution of its predator.

The “prey” may be a food plant and the “predator” a
herbivore; alternatively, the prey may be a herbivore and
the predator a carnivore. But if the prey is to restrict the
predator’s range, the predator must be very specialized
and feed on only one or two species of prey. Such a pred-
ator is called a specialist or a monophagous predator.
Many insect predators are specialists, but most vertebrate
predators are not.

Insects that feed on only one host plant (mono-
phagous insects) could be limited in their distribution
by the host plant. But for the groups studied to date
there is no indication that the ranges of food plants and
their monophagous insect herbivores coincide (Quinn
et al. 1998). Figure 11 shows that for butterflies in
Britain, no correspondence exists between food plant
distributions and butterfly distributions. Even for wide-
spread species of butterflies, the host plant occurs in
many areas in which the butterfly does not. Something
else must limit butterfly distributions.

Predation is a major process affecting the distribu-
tion and the abundance of many organisms.
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Figure 11 Relationship between the range sizes of

14 species of monophagous butterflies in Britain and the
range sizes of their host plants. If butterflies were limited
in their distribution by host plant distribution, the points
should fall along the blue line on the diagonal. In most cases
the range of these butterflies is not limited by the
geographical distribution of their food plants. (Data from
Quinn et al. 1998.)

Disease and Parasitism

In addition to predators, enemies include parasites and
organisms that cause diseases. Pathogens may eliminate
species from areas and thereby restrict geographical dis-
tributions. An example involves the native bird fauna of
Hawaii.

A large fraction of the endemic bird species of the
Hawaiian Islands has become extinct in historical times,
and one possible reason for these losses is introduced
diseases. Warner (1968) postulated that both avian
malaria and avian pox were instrumental in causing ex-
tinctions in the Hawaiian Islands. The idea that diseases
might be involved arose from the observation that na-
tive birds in Hawaii are relatively common only at ele-
vations above 1500 m (Figure 12) while introduced
birds occupy the lowland areas. The main malarial vec-
tor, the mosquito Culex quinquefasciatus, is conversely
most common in the lowland areas (see Figure 12). Be-
cause the native birds are much more susceptible to
malaria than the introduced species, the malaria para-
site is most common at intermediate elevations (see
Figure 12), where the geographical distributions of vec-
tors and hosts overlap (Van Riper et al. 1986; Kilpatrick
2006).

The extinction of the native Hawaiian bird fauna
occurred in two pulses. Before 1900 many of the low-
elevation bird species disappeared coincident with
extensive habitat clearing for agriculture and the intro-
duction of rats, cats, and pigs. It is possible that other
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Figure 12 Effect of parasitism on the native birds of
Mauna Loa, Hawaii. (a) Abundance of introduced and
native birds in 1978-1979 at 16 sampling stations on Mauna
Loa, Hawaii. (b) Avian malaria loads (parasites/10,000 RBCs)
along this same altitudinal gradient. (c) A model of native
bird abundance, malaria parasites, and mosquito vectors on
Mauna Loa. (From Van Riper et al. 1986.)

introduced diseases such as avian pox played a role in
the early extinctions, but avian malaria did not because
it was uncommon before 1900 (Moulton and Pimm
1986; Freed et al. 2005). The second period of extinction
in Hawaiian birds began in the early 1900s and was
most likely the result of avian malaria. Birds that went
extinct at this time lived in the mid-elevation forests
where malaria parasites were most prevalent (see Figure
12b and 12c¢). At the same time the geographical distri-
bution of many native birds was also reduced as they re-
treated to forests at the highest elevations where
mosquitoes were rare. Climate change has extended the
distribution of malaria-carrying mosquitoes to 1900 m
elevation, with detrimental impacts on rare Hawaiian
birds like honeycreepers that persist only at high eleva-
tions (Freed et al. 2005).

Diseases and parasites have always been a major
factor in the ecology of humans (Diamond 1999).
Their role in the geographical ecology of plants and an-
imals has been studied far less than their potential im-
portance would warrant.

Allelopathy

Some organisms, plants in particular, may be limited in
local distribution by poisons or antibiotics, also called
allelopathic agents. The action of penicillin among mi-
croorganisms is a classical case (Madigan et al. 2006). Inter-
est in toxic secretions of plants arose from a consideration
of soil sickness. It was observed in the nineteenth century
that, as one piece of ground was continuously planted in
one crop, the yields decreased and could not be improved
by additional fertilizer. As early as 1832, DeCandolle sug-
gested that the deleterious effects of continuous one-crop
agriculture might be due to toxic secretions from roots. Sev-
eral cases were also observed of detrimental effects of plants
growing with one another—for example, grass and apple
trees (Pickering 1917). Experiments of the general type
shown in Figure 13 were performed. Apple seedlings were
grown with three different sources of water: tap water, water
that had passed through grass growing in soil, and water
that had passed through soil only. The growth of the young
apple trees was apparently inhibited by something pro-
duced by the grass and carried by the water.
Agriculturalists have recognized the action of
smother crops as weed suppressors. These smother crops
include barley, rye, sorghum, millet, sweet clover, alfalfa,
soybeans, and sunflowers. Their inhibition of weed
growth was assumed to be due to competition for water,
light, or nutrients. Barley, for example, is rated as a good
smother crop and has extensive root growth. Wheat
(Triticum aestivum) also has good potential for weed con-
trol in agricultural landscapes (Ma 2005). Figure 14
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Figure 13 Experiments that demonstrated the detrimental effects of grass on apple
tree seedlings. Grass and apple seedlings are grown in separate flats in a greenhouse. Water
is provided either (a) independently from the tap to both grass and seedlings, (b) to grass
growing in soil so that the water drips through onto the seedlings, or (c) to soil only so that
the water drips onto the seedlings. Apple tree seedlings do not grow properly and often die

when the water has passed through grass first (b).
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Figure 14 Allelopathic effects of 92 wheat (Triticum
aestivum) genotypes on the root growth of annual
ryegrass (Lolium rigidum). The box plot shows the median
(line), and the green box includes the 25th and 75th
percentile, and the outer lines the 10th and 90th percentiles.
On average wheat seedlings reduce annual ryegrass root
growth 70% from 57 mm in control assays to 17 mm when
wheat seedlings are present. Phenolic acids and hydroxamic
acids are the main components of the root exudates that
inhibit ryegrass root development. (Data from Wu et al. 2000.)

shows how wheat seedlings reduce root growth in a
common weed, annual ryegrass. There is considerable
variation in the strength of allelopathy effects in differ-
ent wheat varieties, but the genetic basis for the produc-
tion of allelopathic chemicals is unknown (Wu et al.
2000). Part of the success of invasive plants may be their
novel allelopathic effects. There is great interest among
agricultural scientists in the potential uses of allelopathy
for weed control in crops (Weston 1996). Since allelo-
pathic chemicals often are highly specific, they could be
used in agricultural systems in much the same manner
as synthetic herbicides. This possibility is premised on
our understanding the physiological mechanisms by
which allelopathic chemicals operate to suppress weeds.

Whether or not allelopathy is a significant factor af-
fecting the local distribution of plants in natural vegeta-
tion is controversial. Many plant ecologists accept the
laboratory data on allelopathy but question whether or
not it is effective in natural plant communities (Wei-
denhamer 1996). But the complex interactions going
on in the root zone between different plant species sug-
gests that allelochemicals are an integral part of biotic
interactions that affect distribution and abundance
(Bais et al. 2004).
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Competition

The presence of other organisms may limit the distribu-
tion of some species through competition. Allelopathy
is one specific type of competition for living space. But
competition can occur between any two species that use
the same types of resources and live in the same sorts of
places. Note that two species do not need to be closely
related to be involved in competition. For example,
birds, rodents, and ants may compete for seeds in desert
environments, and herbs and shrubs may compete for
water in dry chaparral stands. Competition among ani-
mals is often over food. Plants can compete for light,
water, nutrients, or even pollinators.

How can we determine whether competition could
be restricting geographical distributions? One indica-
tion of competition may be the observation that when
species A is absent, species B lives in a wider range of
habitats. In extreme cases a habitat will contain only
species A or species B and never both together. The prin-

What Is Competition?

Competition is a concept that is so familiar to us in cap-
italist societies that it might seem odd to ask what it
means. In ecology, competition is defined as a negative in-
teraction between two species over resources. It can take
two quite different forms:

® Resource competition, which occurs when a number
of organisms utilize common resources that are in
short supply

¢ Interference competition, which occurs when the
organisms seeking a resource harm one another in
the process, even if the resource is not in short

supply

We are concerned in this chapter with competition
between two species, called interspecific competition.
Competition can also occur among individuals of the same
species, as we see every day in the business pages of the
newspapers.

Competition occurs over resources, and, if com-
petition is suspected as a mechanism affecting the

cipal difficulty in understanding these situations is that
competition is only one of several hypotheses that can
account for the observed distributions.

Competition between species is best studied with
experiments whenever possible. In the UK two stream-
dwelling carnivorous mustelids, the American mink
and the Eurasian otter, show strong competition. The
mink was introduced to the UK for fur farming around
1900, while the otter is a native species. Mink numbers
increased dramatically from 1950 to 1980, and they ex-
panded their geographic range, threatening a number
of native species. From about 1985 mink numbers
began to fall, and fewer sites were occupied by mink
(Bonesi et al. 2006). To see if competition for space
with otters could be responsible for the decline in
mink, in 1999 Bonesi and Macdonald (2004) released
17 otters into an area occupied by mink, and followed
the experimental and control populations for two
years. Mink decreased rapidly in sites colonized by ot-
ters (Figure 15), suggesting competition for space.

local distribution of two species, we must answer two
questions:

1. Does competition occur between these species? The
simplest approach to answering this question is to do
a removal experiment. If we remove the dominant
competitor, the other species should expand its local
geographic range.

2. What are the resources for which competition occurs?
We tend to assume that water or nutrients are the
limiting resources for plants, and food supplies the
limiting resources for animals, but as always in
ecology we should assume nothing without an
experimental test.

Experimental studies of competition are always asking
about the immediate interactions between species in eco-
logical time, and that is our concern in this chapter. In evo-
lutionary time we may see traces of the “ghost of
competition” in adaptations that exist now because of in-
tense competition between two species in the past and
subsequent evolutionary divergence.
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Figure 15 Competition between carnivores: Mean
differences between the impact and control areas in the
percentage of sites occupied by mink before and after
otters were released in English river systems in 1999. In
the two years after this experimental introduction, otters
significantly restricted the distribution of mink in these English
river systems. (Data from Bonesi and Macdonald 2004.)

Otters are larger than mink, and in carnivores typically
the larger species wins in competition. When otters are
present, mink are excluded from stream habitats by di-
rect aggression.

When two species compete for resources, one
species will always be better than the other in gathering
or utilizing the resource that is scarce. In the long run,
one species must lose out and disappear, unless it
evolves some adaptation to escape from competition. A
species can adopt one of two general evolutionary
strategies: (1) avoid the superior competitor by selecting
a different part of the habitat or (2) avoid the superior
competitor by making a change in diet. Let us look at an
example in which possible competition is avoided by a
diet shift.

Crossbills are finches that have curved crossed tips
on the mandibles (Figure 16). Crossbills extract seeds
from closed conifer cones by lateral movements of the
lower jaw, and the jaw muscles are asymmetrically de-
veloped to provide the necessary leverage. Three species
of crossbills live in Eurasia, and they are adapted for
eating different foods (Newton 1972). The smallest
crossbill is the white-winged crossbill, which has a
small bill and feeds mainly on larch seeds (see Figure
16¢). Larch cones are relatively soft. The medium-sized
common crossbill eats mainly spruce seeds (see Figure
16b), and the larger parrot crossbill feeds on the hard
cones of Scotch pine (see Figure 16a). These dietary

(c)

Figure 16 Heads of the three European crossbill
species and the main conifer cones each species feeds
on. (a) Parrot crossbill and Scotch pine cone, (b) common
crossbill and spruce cone, and (c) white-winged crossbill
and larch cone. (After Newton 1972))

differences are not necessarily preserved when the
species live in isolation. Thus the common crossbill
has evolved a Scottish subspecies that has a large bill
and feeds on pine cones, and an Asiatic subspecies that
has a small bill and feeds on larch seeds. The white-
winged crossbill has an isolated subspecies on Hispan-
iola in the West Indies that feeds on pine seeds and has
a large beak. The bill adaptations of crossbills can thus
be interpreted as devices for minimizing dietary over-
lap in regions where all three possible competitors live.

Four types of red crossbills (Loxia curvirostra) live in
the Pacific Northwest of North America, and like their
Eurasian counterparts they all represent adaptive peaks
concentrating on four conifers with different seed and
cone sizes (western hemlock, Douglas fir, ponderosa
pine, and lodgepole pine). Benkman (1993) showed in
a series of laboratory studies of foraging efficiency that
the best bill size for feeding on one of these conifers
was only one-half as efficient for feeding on the other
conifer seeds. He postulated that disruptive selection
maintained these four types of red crossbills in western
North America.
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I Summary

A species may not occur in an area because it has not
been able to disperse there. This hypothesis can be
tested by artificial introductions of the organism into
unoccupied habitats. Some species introduced by
humans from one continent to another, such as the
zebra mussel and the African honey bee have spread
very rapidly. On a local scale, few introduced species,
once they have become established, seem to be
restricted in distribution by poor powers of dispersal.

Behavioral limitations on distribution are usually
subtle and may be the most difficult to study. At
present, few animal distributions are restricted on the
landscape scale by behavioral reactions, but at the
microhabitat scale habitat selection may be a critical
limitation to local distributions. In a predictable
environment, habitat selection may be very exact.
When habitats change, some species are not able to
adapt quickly and therefore inhabit only a portion of
their potential habitat range.

Many animals and plants are limited in their local
distribution by the presence of other organisms—their
food plants, predators, diseases, and competitors.
Experimental transfers of organisms can test for these

IR

eview Questions and Problems

1 Assume dispersal by simple diffusion (Eq. 1). How
far would a plant be expected to move in 50
generations if the average dispersal distance was 100
m and the plant produced 103 seeds per generation?
Is the distance moved more sensitive to the number
of seeds produced or to the average dispersal
distance? Double or triple each of these parameters
and discuss the impact on the distance colonized by
these life cycle changes.

2 How can natural selection maintain the particular
ovipositing dance of Anopheles culicifacies, for
example, if it results in suitable habitats being left
unoccupied? Does natural selection always favor the
broadest possible habitat range for a species?

3 One of the recurrent themes in studying introduced
species is that introductions are more successful when
more individuals are released (Green 1997; Forsyth et
al. 2004). Are there cases of successful introductions
by humans when only a few individuals were
released? What might account for this pattern?

4 Is it possible for a transplant experiment to be
successful and yet lead to the conclusion that neither
dispersal nor habitat selection is responsible for
range limitation? Discuss the transplant experiment

factors, and cages or other protective devices can be used
to identify the critical interactions. Predators can affect
the local distribution of their prey. The converse can also
occur, in which the prey’s distribution determines the
distribution of its predators, but this interaction does not
seem to be common. Diseases and parasites may restrict
geographical distributions, but few such cases have been
studied in natural systems. They may play a larger role
than we currently suspect in species-rich tropical
communities. Much more work needs to be done on the
role of disease in limiting geographic distributions.

Some organisms poison the environment for other
species as a form of competition, and these chemical
poisons, or allelopathic agents, may affect local
distributions. Chemical interactions have been
described in a variety of crop plants and in marine
algae. Allelopathic interactions may have great practical
importance in weed control in agriculture.
Competition among organisms for resources may also
restrict local distributions. Some species drive others
out by aggressive interactions. Species may evolve
differences in diet or habitat preferences as a result of
competitive pressures.

of Dayton et al. (1982) on the antarctic acorn
barnacle, and comment on the author’s conclusions.

5 How are the predictions of the model given in Figure
8 affected if the habitat relationships are not straight
lines but instead are curves? Describe a situation in
which these lines in Figure 8 might cross. See
Rosenzweig (1985, p. 523) for a discussion.

6 English yew (Taxus baccata) is an evergreen tree with
an average life span of 500 years (Hulme 1996). The
regeneration potential of local sites will determine
the future distribution of this tree, and seed
predators, seedling herbivores, or suitable microsites
for germination and growth are the three factors that
may limit yew distribution on a local scale. Discuss
what observations could distinguish between biotic
limitation and abiotic microsite limitation of yew
distributions.

7 At Point Pelee National Park in Ontario, frog surveys
showed that the bullfrog (Rana catesbeiana)
disappeared in 1990, and from 1990 to 1994 the
green frog (Rana clamitans) has increased in numbers
fourfold (Hecnar and M'Closkey 1997). Suggest
three possible interpretations for these natural
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history observations, and indicate how you would
test these hypotheses experimentally.

Norwegian lemmings do not live in lowland forests
in Scandinavia even though they are regularly seen in
these areas when their alpine populations are at high
density. Suggest three hypotheses to explain the
failure of lemmings to establish permanent
populations in lowland forest, and discuss
experiments to test these ideas. Oksanen and
Oksanen (1992) discuss this question.

Laboratory tests for allelopathy have been criticized
because the chemicals that act in the laboratory may
not be effective in the field. Could this criticism be
blunted by doing field experiments? Do you think
that plants might evolve to produce chemical
exudates that are not effective in the field?

Would you expect to have different factors limiting a
species’ geographic distribution at the northern and
southern limits of its range?

I Suggested Readings

Bonesi, L., R. Strachan, and D. W. Macdonald. 2006. Why
are there fewer signs of mink in England? Considering
multiple hypotheses. Biological Conservation 130:268-277.

Brown, G. P, et al. 2006. Toad on the road: Use of roads
as dispersal corridors by cane toads (Bufo marinus) at an
invasion front in tropical Australia. Biological
Conservation 133:88-94.

Case, T. J. 1996. Global patterns in the establishment
and distribution of exotic birds. Biological Conservation
78:69-96.

Clark, J. S., et al. 1998. Reid’s paradox of rapid plant
migration. Bioscience 48(1):13-24.

Diamond, J. M. 1997. Guns, Germs, and Steel: The Fates of
Human Societies. New York: Norton.

1 Grizzly bears and black bears eat the same foods and
live in similar places in North America. Grizzly or
brown bears are much larger than black bears and
more aggressive. All large islands off the coast of
British Columbia and Alaska have either black bears
or grizzly bears but no island has both species (Apps
et al. 2006). Is this evidence for competition between
these two bear species? What other evidence would
you look for to show that grizzlies affect the local
distribution of black bears?

Overview Question

Would you expect the same dispersal abilities in plants from
tropical rain forests and from boreal conifer forests? In
animals? Why or why not?

e Freed, L. A, et al. 2005. Increase in avian malaria at
upper elevation in Hawaii. Condor 107:753-764.

e Jeschke, J. M., and D. L. Strayer. 2005. Invasion success of
vertebrates in Europe and North America. Proceedings of
the National Academy of Sciences USA. 102:7198-7202.

e Johnson, L. E., J. M. Bossenbroek, and C. E. Kraft. 2006.
Patterns and pathways in the post-establishment spread
of non-indigenous aquatic species: The slowing invasion
of North American inland lakes by the zebra mussel.
Biological Invasions 8:475-489.

e Short, J., and B. Turner. 2000. Reintroduction of the
burrowing bettong Bettongia lesueur (Marsupialia:
Potoroidae) to mainland Australia. Biological
Conservation 96:185-196.
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species,” American Naturalist 131, fig. 1, p. 529, fig. 2, p. 535, author.

1988. Copyright © 1988 The University of Chicago Press. F3

R. W. Sutherst et al., “The potential distribution of the cane CO Worakit Sirijinda/Shutterstock.

toad, Bufo marinus L. in Australia,” Conservation Biology
10:294-299, 1996. Copyright © 1996. Reprinted by permis-
sion of Blackwell Publishing.



Factors That Limit
Distributions Il
Abiotic

Key Concepts

Temperature and moisture are the main limiting
factors for both plants and animals on a global scale.

Light, fire, pH, and other physical and chemical
factors can limit distributions on a local scale.

Species may evolve adaptations that overcome the
limitations set by physical and chemical factors.

Some of these adaptations may allow a species to
extend its geographical range.

Climatic warming in this century will have major
impacts on the geographical ranges of species that
are currently limited by temperature and moisture.

From Chapter 6 of Ecology: The Experimental Analysis .of Distribution and Abundance, Sixth Edition. Eugene Hecht.
Copyright © 2009 by Pearson Education, Inc. Published by Pearson Benjamin Cummings. All rights reserved.
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KEY TERMS

actual evapotranspiration The actual amount of water
that is used by and evaporates from a plant community
over a given time period, largely dependent on the
available water and the temperature.

Calvin-Benson cycle The series of biochemical reactions
that takes place in the stroma of chloroplasts in
photosynthetic organisms and results in the first step of
carbon fixation in photosynthesis.

common garden An experimental design in plant
ecophysiology in which a series of plants from different
areas are brought together and planted in one area, side
by side, in an attempt to determine which features of the
plants are genetically controlled and which are
environmentally determined.

crassulacean acid metabolism (CAM) A form of
photosynthesis in which the two chemical parts of
photosynthesis are separated in time because CO, is
taken up at night through the stomata (which are then
closed during the day) and fixed to be used later in the
day to complete photosynthesis carbon fixation; an
adaptation used by desert plants to conserve water.

ecotype A genetic race of a plant or animal species that
is adapted to a specific set of environmental conditions
such as temperature or salinity.

Krantz anatomy The particular type of leaf anatomy that
characterizes C, plants; plant veins are encased by thick-
walled photosynthetic bundle-sheath cells that are
surrounded by thin-walled mesophyll cells.

photoperiodism The physiological responses of plants
and animals to the length of day.

potential evapotranspiration The theoretical depth of
water that would evaporate from a standard flat pan over
a given time period if water is not limiting, largely
dependent on temperature.

shade-intolerant plants Plants that cannot survive and
grow in the shade of another plant, requiring open
habitats for survival.

shade-tolerant plants Plants that can live and grow in
the shade of other plants.

—

Temperature and moisture are the two master limiting
factors to the distribution of life on Earth, so it is not
surprising that an enormous body of literature ad-
dresses the effects of temperature and moisture on or-
ganisms. Before we analyze the ecological effects of
these two factors, as well as other physical-chemical lim-
iting factors, let us look at the global temperature and
moisture conditions to which organisms must adapt.

Climatology

The large temperature differentials over the Earth are a re-
flection of two basic variables: incoming solar radiation
and the distributions of land and water. Solar radiation
lands obliquely in the higher latitudes (Figure 1) and
thus delivers less heat energy per unit of surface area. In-
creased day length in summer partially compensates for
the reduced heat input at high latitudes, but total annual
insolation is still lower in the polar regions. The amount
of heat delivered to the poles is only about 40% of that
delivered to the equator.

Land and sea absorb heat differently, and this effect
produces more contrasts, even within the same latitude.
Land heats quickly but cools rapidly as well, so land-
controlled, or continental, climates have large daily
and seasonal temperature fluctuations. Water heats and
cools more slowly because of vertical mixing and a high
specific heat. The net result, shown in Figure 2, is that
annual temperature variation between summer and win-
ter are greatest over the large continental landmasses.

Water, alone or in conjunction with temperature, is
probably the most important physical factor affecting
the ecology of terrestrial organisms. Land animals and
plants are affected by moisture in a variety of ways. Hu-
midity of the air is important in controlling water loss
through the skin and lungs of animals. All animals re-
quire some form of water intake (in food or as drink) in
order to operate their excretory systems. Plants are af-
fected by the soil water levels as well as the humidity of
the air around leaf surfaces. Cells are 85%-90% water,
and without adequate moisture there can be no life.

Moisture circulates from the ocean and the land
back into clouds only to fall again as rain in a continu-
ous cycle. The global distribution of rainfall resulting

Sun’s rays

(a)

Sun’s rays

Figure 1 The sun’s rays strike the Earth at an oblique
angle in the polar regions (a) and vertically at the
equator (b). Sunlight delivers less energy to the Earth’s
surface at the poles because its energy is spread over a
larger surface area and because it passes through a thicker
layer of absorbing, scattering, and reflecting atmosphere.
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Figure 2 Average temperatures for January and July for the Earth. Temperature
range (°C) from winter to summer is smallest at low latitudes and over the oceans, and

largest over the continents. (From Hidore and Oliver 1993.)

from these processes is shown in Figure 3. A belt of
high precipitation in equatorial regions is apparent in
the Amazon, West Africa, and Indonesia. Low precipita-
tion around latitude 30°N and S is associated with the
distribution of deserts around the world. The distribu-

tion of continents and oceans also has a strong effect on
the pattern shown in Figure 3. More rain falls over
oceans than over land. The average ocean weather sta-
tion for the globe records 110 cm of precipitation, com-
pared with 66 cm for the average land weather station.
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Figure 3 World distribution of mean annual precipitation. (From Hidore and Oliver 1993.)

Finally, mountains and highland areas intercept more
rainfall and also leave a “rain shadow,” or area of re-
duced precipitation, on their leeward side.

Water that falls on the land circulates back to the
ocean as runoff or back to the air directly by evapora-
tion or transpiration from plants. Only about 30% of
precipitation is returned via runoff, and hence the re-
maining 70% must move directly back into the air by
evaporation and transpiration. The rates of evaporation
and transpiration depend primarily on temperature;
consequently, a strong interaction between temperature
and moisture affects the water relations of animals and
plants. The absolute amounts of rainfall and evapora-
tion are less important than the relationship between
the two variables. Polar areas, for example, have low pre-
cipitation but are not arid because the amount of evapo-
ration is also low. About one-third of global land area
has a rain deficit (evaporation exceeds precipitation),
and about 12% of the land surface is extremely arid
(evaporation at least twice as great as precipitation).

The vegetation of any site is usually considered a
product of the area’s climate. This implies that climatic
factors, temperature and moisture primarily, are the
main factors controlling the distribution of vegetation
(Figure 4). Geographers have often adopted this view-
point and then turned it around to set up a classifica-
tion of climate on the basis of vegetation. Native
vegetation is assumed to be a meteorological instru-
ment capable of measuring all the integrated climatic

y
7 N
=

400
g Temperate
= 300 rainforest
o
8
s Temperate
§ grassland or desert
8200 -
S Temperate
£ deciduous
< forest

100 Tundra Boreal

forest
Subtropical
desert
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Average annual temperature (°C)

Figure 4 Terrestrial vegetation classes plotted in

relation to annual precipitation and average annual
temperature. Boundaries between vegetation classes are

approximate. (Modified from Whittaker 1975.)
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elements. Figure 4 illustrates how the world’s broad veg-
etation groups can be mapped on temperature and pre-
cipitation averages.

Some geographers have tried to set climatic bound-
aries independent of vegetation. Thornthwaite (1948)
developed one classification. The basis of his climatic
classification is precipitation, which is balanced
against potential evapotranspiration, the amount of
water that would be lost from the ground by evapora-
tion and from the vegetation by transpiration if an un-
limited supply of water were available. There is no way
of measuring potential evapotranspiration directly, and
it is normally computed as a function of temperature.
Vegetation patterns can be described more accurately if
we use actual evapotranspiration—the evaporative
water loss from a site covered by a standard crop, given
the precipitation. Major vegetational types such as
grassland, temperate deciduous forest, and tundra are
closely associated with certain climatic types defined by
the water balance (Stephenson 1990).

Temperature and Moisture
as Limiting Factors

Organisms have two options in dealing with the cli-
matic conditions of their habitat: They can simply toler-
ate the temperature and moisture as they are, or they
can escape via some evolutionary adaptation. We begin
our consideration of the effects of temperature and
moisture by first examining how well organisms toler-
ate these two factors. Every organism has an upper and
a lower lethal temperature, but these parameters are not
constants for each species. Organisms can acclimate
physiologically to different conditions. The resistance of
woody plants to freezing temperatures is another exam-
ple. Willow twigs (Salix spp.) collected in winter can
survive freezing at temperatures below —150°C, while
the same twigs in summer are killed by —5°C tempera-
tures (Hietala et al. 1998).

Temperature and moisture may act on any stage of
the life cycle and can limit the distribution of a species
through their effects on one or more of the following:

e Survival
e Reproduction
e Development of young organisms

e Interactions with other organisms (competition,
predation, parasitism, diseases) near the limits of
temperature or moisture tolerance

If temperature or moisture acts to limit a distri-
bution, what aspect of temperature or moisture is

relevant—maxima, minima, averages, or the level of
variability? No overall rule can be applied here; the im-
portant measure depends on the mechanism by which
temperature or moisture acts and the species involved.
Plants (and animals) respond differently to a given en-
vironmental variable during different phases of their
life cycle. For this reason, mean temperatures or average
precipitation will not always be correlated with the lim-
its of distributions, even if temperature or moisture is
the critical variable.

To show that temperature or moisture limits the dis-
tribution of an organism, we should proceed as follows:

e Determine which phase of the life cycle is most
sensitive to temperature or moisture.

e Identify the physiological tolerance range of the
organism for this life-cycle phase.

e Show that the temperature or moisture range in the
microclimate where the organism lives is
permissible for sites within the geographic range,
and lethal for sites outside the normal geographic
range Figure 5.

We will now consider a set of examples that illus-
trates this approach and shows some of the biological
complications that may occur.

The range limits of warm-blooded animals may
correlate with climatic variables. Winter distributions of
passerine birds in North America often correlate with

] llc
A
B

D

Temperature or moisture

Tolerance H_/ H—/
zone of Sites within  Sites outside
organism distribution distribution

Temperature or moisture ranges

Figure 5 Hypothetical comparison of the tolerance
zone of an organism and the temperature or moisture
ranges of the microclimates where it lives. The tolerance
zone is measured for the stage of the life cycle that is most
sensitive to temperature or moisture and is subdivided into
two zones, the optimal zone (dark blue) and the marginal
zone (light blue). In this example the organism can live at
A and B, but cannot tolerate C or D (red). The same
principle can be applied to other physical-chemical factors
such as pH.
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minimum January temperature (Root 1988). Such cli-
matic limitations in temperate zone birds are directly
linked with the energetic demands associated with cold
temperatures. It is less common for geographic range
limits to coincide with rainfall contours. Few geo-
graphic distributions of animals are likely set directly by
precipitation. But for plants, moisture is of direct im-
portance, and the water relations of plants is an impor-
tant area of research for plants of economic value. The
water balance of plants is difficult to measure directly,
and botanists usually measure the water content of
plant tissues as an index of water balance. The leaves are
particularly sensitive because most evaporation occurs
there. Different plants vary greatly in their ability to
withstand water shortages.

Drought resistance is achieved by (1) improvement
of water uptake by roots; (2) reduction of water loss by
stomatal closure, prevention of cuticular respiration,
and reduction of leaf surface; and (3) storage of water.
Rapid root growth into deeper areas of the soil is often
effective in increasing drought resistance; young plants
with little energy reserve will consequently suffer the
worst from drought. Leaves of plants subject to poor
water supply often have smaller surface areas and thicker
cuticles, both of which reduce evaporation losses. By
shedding their leaves in the drought season, plants have
another very effective means of reducing water loss.
Xerophytes (plants that live in dry areas) show many of
these special adaptations for decreasing water loss. Addi-
tionally, leaves may be oriented vertically, which reduces
the amount of absorbed radiation and resultant evapo-
ration. Other xerophytes, such as cacti, store water in
their stems and thereby overcome drought.

Interaction between Temperature
and Moisture

In some cases, the moisture requirements of plants can
alone restrict their geographic distributions. But in
many other cases, moisture and temperature interact to
limit geographic distributions, and the ecologist must
consider explanations such as “both-temperature-
and-moisture” rather than “either-temperature-or-
moisture.” Both frost drought and soil drought can
be critical in determining ranges of species. Soil
drought is the common notion of drought in which soil
moisture is deficient (as in the desert); it can usually be
described as an absolute shortage of water in the soil.
Frost drought or winter drought in plants occurs when
water is present but unavailable because of low soil
temperatures (such as occur in the tundra in winter),
and the roots are unable to take up water while the
leaves continue to lose water by transpiration; it can be
described as a relative shortage of water for plants. In

both situations, water loss from the plant’s leaves and
stems is greater than water intake through the roots.
Thus low temperatures can produce symptoms of
drought. This fact emphasizes that water availability is
the critical variable and has led to considerable research
on how to measure “available” water in the soil. Many
of the distributional effects attributed to temperature
may in fact operate through the water balance of plants.

The simplest approach to mapping distributional
limits is to combine measures of temperature and rain-
fall in a statistical model. Hocker (1956) described the
distribution range of the loblolly pine (Pinus taeda)
from the meteorological data available from 207
weather stations in the southeastern United States. He
included values for (1) average monthly temperature,
(2) average monthly range of temperature, (3) number
of days per month of measurable rainfall, (4) number
of days per month with rainfall over 13 mm, (5) aver-
age monthly precipitation, and (6) average length of
frost-free period. Weather stations were divided into
two groups, one within the natural range of the pine
and the other outside the range; from the difference be-
tween these two groups it is possible to map the cli-
matic limits for loblolly pine (Figure 6). There is good
agreement between observed limits of range and the
limits mapped from these meteorological data. Winter
temperature and rainfall probably set the northern limit
of this pine. The rate of water uptake in loblolly pine
roots decreases rapidly at lower temperatures, and this
would accentuate winter drought in more northerly
areas. Hocker predicted that a northern extension of the
limits of loblolly pine was not feasible under the cur-
rent climate because of these basic climatic limitations.
Global warming can readily change range limits set by
climatic variables.

Western hemlock is a common tree in northwestern
North America, and its climatic limits have been
mapped by Gavin and Hu (2006). Western hemlock re-
quires mild and humid conditions, and has a high water
requirement. Its shallow root system also makes it sus-
ceptible to water deficits. Hemlock occurs in two distinct
populations: in wet and mild coastal habitats, which it
colonized 9000 years ago, and in the colder and drier in-
terior valleys of western Canada, colonized only
2000-3500 years ago after the ice melted. Figure 7
shows that for the coastal populations actual evapotran-
spiration is a range-limiting climatic variable, since areas
outside its current geographic distribution are distinctly
drier than areas within the coastal range. Interior popu-
lations by contrast show strong overlap in climatic
measures (see Figure 7), which suggests that it has not
yet colonized all the interior habitats where it could
grow successfully (Gavin and Hu 2006). Factors limiting
geographic distributions are not necessarily the same in
all parts of a species’ range.
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Figure 7 Climatic limitation of western hemlock (Tsuga
heterophylla). Actual evapotranspiration (AET) is a measure
that combines temperature and rainfall. For coastal
population there is very little overlap for AET at geographic
sites inside and outside the range. Interior populations show
considerable overlap, suggesting that hemlock has not yet
colonized all sites that are suitable climatically. Compare with
Figure 5. (After Gavin and Hu 2006.)

As one moves up large mountains like those in the
Rocky Mountains, or north or south toward the poles,
one reaches the limit of trees as a vegetation type. This
is called the treeline, or timberline, and is a particularly
graphic illustration of the limitation on plant distribu-
tion imposed by the physical environment. Stevens and
Fox (1991) listed nine factors that have been suggested
to affect timberlines:

e Lack of soil

e Desiccation of leaves in cold weather

e Short growing season

e Lack of snow, exposing plants to winter drying
e Excessive snow lasting through the summer

e Mechanical effects of high winds

¢ Rapid heat loss at night

e Excessive soil temperatures during the day

e Drought
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These factors can be boiled down into three primary
variables: temperature, moisture, and wind. Proceeding
up a mountain, temperature decreases, precipitation in-
creases, and wind velocity increases. Because of freezing
temperatures during much of the year, available soil
moisture decreases. How can we separate the effects of
temperature, moisture, and wind?

Korner (1998) analyzed 150 alpine timberlines
throughout the world and reviewed the various factors
that might affect them. Upper timberlines in temperate
regions decrease about 75 meters in altitude for every
degree of latitude one moves north or south from the
equator, except between 30°N and 20°S, where timber-
lines are approximately constant at 3500 to 4000 meters
(Figure 8). The uniform change of timberlines with lat-
itude is surprising because many different tree species
are involved. The snowline closely parallels the treeline,
suggesting a common physical driver for both treeline
and snowline across the Earth.

Snow depth can affect the local distribution of trees
near the timberline but cannot explain the existence of the
timberline. In depressions where snow accumulates early
and stays late, tree seedlings cannot become established.
Only ridges will support trees in these circumstances, but
these ridges also have a timberline; consequently, snow
depth cannot be a primary factor.

Trees at the upper timberline in the Northern Hemi-
sphere are often windblown and dwarfed, suggesting
that wind is a major factor limiting trees on mountains.
Within the tropics and in the Southern Hemisphere,
wind effects seem to be absent. One difficulty with the
wind hypothesis is that all the evidence is relevant to old
trees, whereas it is the establishment of very young
seedlings that is crucial to timberline formation. Wind
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Figure 8 Alpine treeline and snowline in relation to
latitude for 150 sites around the world. Snowlines mark
the altitude of permanent snowfields. There is a nearly
constant altitude for treelines and snowlines for nearly 50°
of latitude near the equator. (Data from Kérner 1998.)

has secondary effects in altering timberlines in local situ-
ations, but, like snow depth, wind does not seem to be
the primary cause of timberlines.

Treelines are closely associated with temperature.
Alpine timberlines throughout the world coincide with
a seasonal mean ground temperature of 6.7°C (Korner
and Paulsen 2004). Figure 9 illustrates that there is re-
markably little variation in this ecological constant.

Since the Earth’s climate is warming, we should ex-
pect timberlines to move upward in elevation. Wardle
and Coleman (1992) found that this was occurring in
New Zealand with Antarctic beech, but that the rate of
advance was very slow due to limited seed dispersal.

The intertidal zone of rocky coastlines is a zone of
tension between sea and land, and, as is the case for the
treeline, the distributional boundaries are very clear. The
upper and lower limits of dominant invertebrates and
algae are often very sharply defined in the intertidal
zone, and on rocky shores in the British Isles this zona-
tion is a particularly graphic example of distribution lim-
itations on a local scale (Figure 10). Two barnacles
dominate the British coasts. Chthamalus stellatus is a
“southern” species that is absent from the colder waters
of the British east coast and is the common barnacle of
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Figure 9 Alpine treelines. (a) Growing season root zone
temperature at treeline across latitudes. There is a nearly
constant soil temperature of 6.7°C that applies in all areas.
(b) Length of the growing season at alpine treelines around
the world. Mountains near the equator have a much longer
growing season. (Data from Kérner and Paulsen 2004.)
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Figure 10 A very common barnacle-dominated slope on moderately exposed rocky shores of northwestern Scotland

and northwestern Ireland. (a) Schematic view. (b) The distributional limits on the shore of the dominant species in this rocky
intertidal. The limits of distribution are strongly defined for each species, and this results in belts of zonation that can be
recognized over large areas of rocky shorelines. The width of the lines is proportional to the abundance of the species. MHWS

= mean high water, spring; MHWN = mean high water, neap (i.e., minimum tide); MLWN = mean low water, neap; MLWS =

mean low water, spring. (After Lewis 1964.) 97
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the upper intertidal zone of western Britain and Ireland.
Going farther north in the British Isles, one finds it re-
stricted to a zone higher and higher on the intertidal
rocks. Chthamalus is relatively tolerant of long periods of
exposure to air, and the upper limit of its distribution on
the shore is set by desiccation. This basic limitation does
not seem to change over its range. Its lower limit on the
shore is often determined by competition for space with
Semibalanus balanoides, a northern species. Connell
(1961b) showed that Semibalanus grew faster than
Chthamalus in the middle part of the intertidal zone and
simply squeezed Chthamalus out. He also showed that
Chthamalus could survive in the Semibalanus zone if
Semibalanus were removed.

The upper limit of S. balanoides is also set by
weather factors, but since this barnacle is less tolerant of
desiccation and high temperatures than Chthamalus,
there is a zone high on the shore where Chthamalus can
survive but Semibalanus cannot (Connell 1961a). The
sensitivity of young barnacles sets this upper limit. The
lower limit of Semibalanus is set by competition for
space with algae and by predation, particularly by a gas-
tropod, Thais lapillus.

The distribution of these barnacles is a striking ex-
ample of limitations imposed by both physical factors
(temperature, desiccation) at the upper intertidal limits
and biotic factors (competition, predation) at the lower
limits (Harley and Helmuth 2003).

Adaptations to Temperature
and Moisture

We have begun by assuming that certain physiological
tolerances are built into all the individuals of a particu-
lar species. But we know that local adaptation can
occur and that genetic and physiological uniformity
cannot be assumed throughout the range of a species.
Darwin recognized that species could extend their
distribution by local adaptation to limiting environ-
mental factors such as temperature, but the full impli-
cations of Darwin’s ideas were not appreciated until
the early 1900s, when a Swedish botanist, Gote Tures-
son, began looking at adaptations to local environ-
mental conditions in plants. Turesson (1922) coined
the word ecotype to describe genetic varieties within a
single species. He recognized that much of ecology had
been pursued as if genetic diversity within species did
not exist. In a series of publications he described some
variation associated with climate and soil in a variety
of plant species (Turesson 1925). The basic technique
was to collect plants from a variety of areas and grow
them together in field or laboratory plots at one site, a
common garden. The type of result he obtained in
this early work can be illustrated with an example.

Plantago maritima grows both as a tall, robust plant
(30-40 cm) in marshes along the coast of Sweden and
as a dwarf plant (5-10 cm) on exposed sea cliffs in the
Faeroe Islands. When plants from marshes and from
sea cliffs are grown side by side in a common garden,
this height difference is not as extreme but remains sig-
nificant (Turesson 1930):

Plantago maritima

Mean height (cm)

Source in garden
Marsh population 31.5
Cliff population 20.7

Turesson’s early studies on ecotypes such as these
helped to create a new research field of ecological genetics.

This common garden technique is an attempt to sepa-
rate the phenotypic (environmental) and genotypic (ge-
netic) components of variation. Plants of the same species
growing in such diverse environments as sea cliffs and
marshes can differ in morphology and physiology in three
ways: (1) all differences are phenotypic, and seeds trans-
planted from one situation to the other will respond ex-
actly as the resident individuals; (2) all differences are
genotypic, and if seeds are transplanted between areas, the
mature plants will retain the form and physiology typical
for their original habitat; or (3) some combination of
phenotypic and genotypic determination produces an in-
termediate result. In natural situations, the third case is
most common. Many examples are now described in the
literature, particularly in plants (Joshi et al. 2001).

A classic set of ecotypic races occurs in the peren-
nial herb Achillea (yarrow), analyzed by Clausen, Keck,
and Hiesey (1948) in a pioneering paper. Clausen and
his colleagues studied two North American species in
detail. A maritime form of Achillea borealis lives in
coastal areas of California as a low succulent evergreen
plant that grows throughout the winter. An evergreen
race grows slightly farther inland that is similar but
taller. A third race lives in the Pacific Coast Range; it
grows during the mild winter and flowers quickly by
April, becoming dormant during the hot, dry summer.
In the Central Valley of California a giant race of A. bore-
alis occurs that survives under high summer tempera-
tures, a long growing season, and ample moisture.

In the Sierra Nevada, races of Achillea lanulosa occur.
As one proceeds up these mountains, the average winter
temperature decreases below freezing, so winter dor-
mancy is necessary and plants are smaller. On the east-
ern slope of the Sierra Nevada, plants of A. lanulosa are
late flowering and adapted to cold, dry conditions.
Clausen, Keck, and Hiesey collected seeds from a series
of populations of A. lanulosa across California and
raised plants in a greenhouse at Stanford, with the re-
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Figure 11 Representatives of populations of Achillea lanulosa as grown in a
common garden at Stanford University, California. These originated in the localities
shown in the profile of a transect across central California at approximately 38°N latitude.
Altitudes are to scale, but horizontal distances are not. The plants are herbarium
specimens, each representing a population of approximately 60 individuals. The frequency
diagrams show variation in height within each population. The numbers to the right of
some frequency diagrams indicate the number of nonflowering plants. The arrows point to

the mean heights. (Modified from Clausen et al. 1948.)

sults shown in Figure 11. The major attributes of these
races are maintained when plants are grown under uni-
form conditions in the same place.

Many species expanded their geographical range
during the twentieth century but in nearly all cases we
do not know if genotypic changes accompanied these
range changes. If we could study a species in the midst
of a range extension, we might obtain some insight as
to how organisms can extend their tolerance limits. This
opportunity may become more frequent in the future,
as climatic warming occurs.

Light as a Limiting Factor

Light may be another factor limiting the local distri-
bution of plants. Light is important to organisms for
two quite different reasons: it is used as a cue for the
timing of daily and seasonal rhythms in both animals
and plants, and it is essential for photosynthesis in
plants.

Timing, the first reason light is important, is a central
issue in the life cycles of organisms. Nocturnal desert ani-
mals, for example, use light as a cue for their activity cycles.
The breeding seasons of many animals and plants are set
by the organisms’ responses to day-length changes. The
seasonal impact of day length on physiological responses,
called photoperiodism, has been an important focus of
work in environmental physiology (Eckert et al. 1997).

The second reason light is important to organisms
is that it is essential for photosynthesis, the process by
which plants convert radiant energy from the sun into
energy in chemical bonds. Photosynthesis is remark-
ably inefficient. During the growing season, about
0.5%-1% of the incoming radiation is captured and
stored by photosynthesis. In this process, carbon in the
form of CO, is taken up from the air (or the water in
the case of aquatic plants) and converted into organic
compounds. We can measure the rate of photosynthesis
by measuring the rate of uptake of CO,.

Plants show a great diversity of photosynthetic re-
sponses to variations in light intensity. Some plants
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reach maximal photosynthesis at one-quarter full sun-
light, and other species such as sugarcane never reach
a maximum but continue to increase photosynthetic
rate as light intensity rises. We recognize this ecologi-
cally by noting that plants in general can be divided
into two groups: shade-tolerant species and shade-
intolerant species. This classification is commonly
used in forestry and horticulture. Plant physiologists
have discovered that shade tolerance is a complex of
traits, and that it is not fixed for each species but varies
with plant age, microclimate, and geographical area
(Kozlowski et al. 1997). Shade-tolerant plants have
lower photosynthetic rates and hence would be ex-
pected to have lower growth rates than shade-intoler-
ant species. The metabolic rate of shade-tolerant
seedlings is apparently lower than that of shade-intol-
erant seedlings.

Plant species become adapted to live in a certain
kind of habitat and in the process evolve a series of
characteristics (an “adaptive syndrome”) that prevent
them from occupying other habitats. Grime (1979) sug-
gests that light may be one of the major components di-
recting these adaptations. For example, eastern hemlock
seedlings are shade-tolerant and can survive in the for-
est understory under very low light levels. Hemlock
seedlings grow slowly and have a low metabolic rate
that allows them to survive low light conditions. One
consequence of these adaptations is that hemlock
seedlings die easily in droughts because their roots do
not grow quickly enough to penetrate deep into the
soil. Failure of seedlings in shaded situations is often as-
sociated with fungal attack, and part of adaptation to
shade involves becoming resistant to fungal infections
(Givnish 1988).

An exceedingly important principle in evolutionary
ecology is that individuals of a species cannot do everything
in the best possible way. Adaptations to live in one ecolog-
ical habitat make it difficult or impossible to live in a
different habitat. Thus life cycles have evolved as trade-
offs between contrasting habitat requirements. Adapta-
tions are always compromises, and there can be no
superanimals or superplants.

A good illustration of this principle can be seen in
the adaptations of trees to shade tolerance and drought
tolerance. Niinemets and Valladares (2006) analyzed
the shade, drought, and waterlogging tolerance of 806
species of North American, European, and Asian shrubs
and trees to test the hypothesis that shade tolerance is
negatively related to drought tolerance and waterlog-
ging tolerance. Figure 12 illustrates their findings for
two important species groups, the oaks (11 species) and
the pines (18 species). In both groups there is a strong
trade-off: a species can be shade tolerant or drought tol-
erant but not both.
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Figure 12 Trade-off between shade tolerance and
drought tolerance for two genera of trees: (a) Quercus
(oaks) and (b) Pinus (pines) from around the world. The
indices are standardized scores and the data points
represent phylogenetically independent groups of species
within each genus. The data illustrate graphically the trade-
off principle that species are constrained in their adaptations
and cannot be both drought and shade tolerant. (From
Niinemets and Valladares 2006.)

An understanding of these trade-offs can be found
in the physiological controls on photosynthesis in
plants. One reason photosynthetic rate varies among
plants is that they have evolved three photosynthetic
strategies: the C; pathway, the C, pathway, and crassu-
lacean acid metabolism. Most plants use the C; path-
way, first described by Calvin and often called the
Calvin or Calvin-Benson cycle. In the C; pathway, CO,
from the air is first converted to 3-phosphoglyceric acid,
a three-carbon molecule (hence the name C;). Until the
mid-1960s this pathway was believed to be the only im-
portant means of fixing carbon in the initial steps of
photosynthesis. In 1965 sugarcane was found to fix
CO, by first producing malic and aspartic acids (four-
carbon acids), and the C, pathway of photosynthesis
was discovered (Bjorkman and Berry 1973). C, plants
have all the biochemical elements of the C; pathway, so
they can use either method to fix CO,.

The ecological consequences of the C, pathway are
profound. Figure 13 shows the rates of photosynthesis of
a pair of closely related species of C; and C, plants. C,
plants do not reach saturation light levels even under the
brightest sunlight, and they always produce more photo-
synthate per unit area of leaf than C; plants. C, plants are
thus more efficient than C; plants. Leaf anatomy differs in
typical C; and C, plants (Figure 14). Chlorophyll in C;
leaves is found throughout the leaf, but in C, leaves the
chloroplasts are concentrated in two-layered bundles
around the veins of the leaf (called Krantz anatomy). The
bundle sheath cells in C, plants also have a high concentra-
tion of mitochondria. The C, leaf anatomy is more efficient
for utilizing low CO, concentrations, for recycling the CO,
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produced in respiration, and for rapidly translocating
starches to other parts of the leaf. The biochemical reason
for this anatomical difference is simple—the first step in
fixing CO, in these two types of plants differs:

Cs;: Atmospheric CO, + ribulose-diphosphate (RuDP)

RuDp carboxylase

phosphoglyceric acid

C,: Atmospheric CO, + phospho-enolpyruvate (PEP)

PEP Catboxylase  malic acid + aspartic acid

The enzyme RuDP carboxylase is inhibited by
oxygen in the air and has a lower affinity for CO,.
The enzyme PEP carboxylase is not inhibited by oxy-
gen and has a higher affinity for CO,. From this bio-
chemical information we can predict that C, plants
would be at an advantage when photosynthesis is
limited by CO, concentration. This occurs under
high light intensities and high temperatures and
when water is in short supply (Epstein et al. 1997;
Sage and Kubien 2003).

C, grasses, sedges, and dicotyledons are all more
common in tropical areas than in temperate or polar
areas (Hattersley 1983). Figure 15 shows the percent-
age of grass species that are C, plants in different parts
of North America and confirms the suggestion that C,
grasses are at a selective advantage in warmer areas with
high solar radiation. On Hawaiian mountains, which
have small seasonal changes in temperature, C; grasses
predominate at high elevations and C, grasses at low el-
evations (Sage and McKown 2006).

Some desert succulents, such as cacti of the genus
Opuntia, have evolved a third modification of photosyn-
thesis, crassulacean acid metabolism (CAM). These
plants are the opposite of typical plants in that they
open their stomata to take up CO, at night, presumably

Figure 13 Comparative photosynthetic

production of the C; species Atriplex

J triangularis and the related C, species Atriplex
: rosea. The plants were grown under identical
controlled conditions of 25°C during the day and
20°C at night, 16-hour days, and ample water and
g nutrients. (After Bjérkman 1975.)
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Figure 14 Leaf anatomy of C; and C, plants. (a) Leaf
structure of a typical C; plant, Atriplex triangularis, in which
the cells containing chlorophyll, chloroplasts (red), are of a
single type and are found throughout the interior of the leaf.
(b) Atriplex rosea, a C4 plant, illustrating the modified leaf
structure of C, species. The specialized leaf of A. rosea has
nearly all its chlorophyll in two types of cells that form
concentric cylinders around the fine veins of the leaf. The
cells of the outer cylinder are mesophyll cells; those of the
inner cylinder are bundle-sheath cells. (From Bjérkman and
Berry 1973.)

as an adaptation for minimizing water loss through the
stomata. This CO, is stored as malic acid, which is then
used to complete photosynthesis during the day. CAM
plants have a very low rate of photosynthesis and can
switch to the C; mode during daytime. They are adapted
to live in very dry desert areas where little else can grow.
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Figure 15 Percentage of C, species in the grass floras
of 32 regions of North America. (From Teeri and Stowe
1976.)

Table 1 summarizes the main characteristics of C;, C,,
and CAM plants.

The C; pathway is presumably the ancestral method
of photosynthesis since no algae, bryophytes, ferns, gym-
nosperms, or more primitive angiosperms have the C,
pathway or the capacity for CAM (Pearcy and Ehleringer
1984; Monson 1989). Almost half of the C, plant species
are grasses and this pathway has apparently increased
their competitive ability.

We do not know how the different photosynthetic
pathways may interact with other factors to affect the
geographic distribution of plant species. It is clear that
the response of a plant species to temperature and
moisture is strongly affected by the type of photosyn-
thetic process it uses. Implications for animal distribu-
tions have yet to be considered. Plants possessing the C,
pathway seem to be of lower nutritional value for her-
bivorous insects (Ehleringer et al. 2002). Further work
is needed on the ecological consequences of the three
different photosynthetic strategies, both for the plants
and for the animals that depend on them.

If C, plants are more productive than C; plants,
why do they not displace C; plants everywhere? The
photosynthetic productivity plotted in Figure 13 can-
not be directly translated into productivity in natural

vegetation (Snaydon 1991). Competition in natural
stands is not always for light, and mineral nutrients
and water are often limiting to plants. Competition
for soil resources can result in plants developing large
root systems rather than large aboveground structures.
Soil texture also affects C; and C, grasses differently;
clay soils favor C; plants while sandy soils favor C,
grasses in the Great Plains (Epstein et al. 1997). In
spite of these differences, as climatic warming occurs
in the future, C; grasses are predicted to shift their ge-
ographical ranges to the north in the Northern Hemi-
sphere and to the south in the Southern Hemisphere.

Climate Change and Species
Distributions

If temperature and moisture are the master limiting fac-
tors for the geographical ranges of plants and animals,
the climatic warming that is now occurring will have
profound effects on the Earth’s biota. One way to get a
glimpse of the kind of changes that may occur is to look
back at the changes that have occurred in temperate re-
gions since the end of the last Ice Age.

After the last continental glaciers began retreating
in North America and Eurasia about 16,000 years ago,
the northward expansion of tree distributions lagged
behind the retreat of the ice. A detailed record of these
migrations is captured in fossilized pollen deposited in
lakes and ponds. Margaret Davis and her students have
been leaders in deciphering the record left in fossilized
pollen deposits (Davis 1986). In North America oaks
and maples moved rapidly in a northeasterly direction
from the Mississippi Valley, while hickories advanced
more slowly (Delcourt and Delcourt 1987). Hemlocks
and white pines moved rapidly northwest from refuges
along the Atlantic Coast. The important finding of this
paleoecological work is that the range of each species
advanced individualistically. If you were sitting in New
Hampshire, you would have seen sugar maple arrive
9000 years ago, hemlock 7500 years ago, and beech
6500 years ago (Davis 1986).

If we can determine the climatic limits of current
geographical distributions, we can make predictions
about how distributions will change with climatic
warming. A major assumption of using this approach
for plants is that seed dispersal is adequate to sustain
the migrations of each species. Davis (1986) suggested
that hemlock was delayed nearly 2500 years in its
movement north at the end of the Ice Age, in part be-
cause of slow seed dispersal. If we use climate-change
models to predict temperature and rainfall changes over
the next 100 years, we can begin to estimate the size of
the problem animals and plants will face over the next
few centuries.
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Table 1 Characteristics of photosynthesis in three groups of higher plants.
Type of photosynthesis
Characteristics of plants Cs C, CAM

Palisade and
spongy mesophyll

Leaf anatomy (cross section)

Enzymes used in CO, RuDP carboxylase

Mesophyll compact around vascular
bundles containing chloroplasts

PEP carboxylase and then

Spongy appearance,
mesophyll variable

Both PEP and RuDP

fixation in leaf RuDP carboxylase carboxylases

CO, compensation point 30-70 0-10 0-5 in dark, 0-200
(ppm CO,) with daily rhythm
Transpiration rate High ~25% of Cs Very low

(water loss)

Maximum rate of photosynthesis  15-40 40-80 1-4

(mg CO,/dm? leaf surface/hr)

Respiration in light High rate Apparently none Difficult to detect
Optimum day temperature 20-25°C 30-35°C Approx. 35°C

for growth

Saturation about
1/4 to 1/3 full

Response of photosynthesis
to increasing light intensity

at optimum temperature sunlight

Dry matter produced ~20

(t/ha/yr)

Economically important wheat, rice, barley,
species potato

Saturation at full sunlight or
at even higher light levels

~30

Saturation uncertain but
probably well below full
sunlight

Extremely variable

maize (corn), sugarcane, millet

The compensation point is the CO, concentration at which photosynthesis just balances respiration so that there is no net oxygen generated

and no net CO, taken up.

SOURCE: From Black (1971) and Sage (2004).

Figure 16 shows the current and potential geo-
graphical range of balsam fir (Abies balsamea) under an-
ticipated climate-changes over the next 90 years. The
climate change models predict that within the eastern
United States there will be a 97% reduction in the geo-
graphic range of balsam fir as the species moves north
with the warming climate. Figure 17 shows a similar
scenario for American beech (Fagus grandifolia). At pres-
ent 49% of the eastern United States is occupied by
beech. By 2100 as the climate warms, there will be a
90% decrease in the geographic range in the United
States. The potential northern range limit of beech will
move 200 km or more north in this century. If left to
natural processes, beech must move at least 2 km per
year to the north. By contrast, since the end of the Ice
Age, beech migrated into its present range at a rate of
0.2 km per year. If these predictions are even approxi-
mately correct, slowly colonizing species like trees will
require human assistance to move into their new
ranges.

These effects of climate change will not appear im-
mediately. Long-lived plant species such as trees will
survive for many years as adults in inappropriate places.
As the climate changes, their seed production will de-
cline until finally they are unable to produce viable
seedlings (Iverson and Prasad 1998). All of these effects
are complicated by ecotypic variation within tree
species. If there are specific ecotypes adapted to north-
ern or southern climatic conditions, then the range
shifts depicted in Figures 16 and 17 must be accom-
plished without the loss of ecotypic variation.

The geographic ranges of species are thus not static
but dynamic, and as climate changes in the future,
species will (if time permits) move into new areas that
become climatically suitable. The major concerns of
ecologists are first that the speed of climate change in
the next 100 years may be too great for slowly coloniz-
ing forms to move, and second that genetic adaptation
to local temperature and rainfall patterns may be lost
for some species.
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Figure 16 Predicted change in the geographic
distribution of balsam fir (Abies balsamea) in the eastern
United States as a result of predicted global climate
change to 2100. (a) Current distribution. Stronger colors
indicate higher abundance, white color indicates not
present. (b) Predicted distribution change to 2100. Yellow
outlines the current range from which balsam fir will
disappear, and will remain only in the green area. (From
Iverson and Prasad 1998.)
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Figure 17 Predicted change in the geographic
distribution of American beech (Fagus grandifolia) in the
eastern United States as a result of predicted global
climate change to 2100. (a) Current distribution. Stronger
colors indicate higher abundance, white color indicates not
present. (b) Predicted distribution change to 2100. Yellow
outlines the current range from which American beech will
disappear, and will remain only in the green area. (From
Iverson and Prasad 1998.)



Factors That Limit Distributions Il: Abiotic

I Summary

Temperature and moisture are the major factors that
limit the distributions of animals and plants. These
factors may act on any stage of the life cycle and affect
survival, reproduction, or development. Temperature
and moisture may also indirectly limit distributions
through their joint effects on competitive ability,
disease resistance, predation, or parasitism. Other
physical and chemical factors, such as light and pH,
can also affect the distributions of plants and animals,
but they operate at a local scale.

From a global viewpoint, the distribution of plants
can be associated with climate. Tropical rain forest and
tundra, for example, occupy areas with different
temperature and moisture regimes. The effects of climate
are less clearly seen at the local level of the distribution
of individual species. In only a few cases has
experimental work been done in local populations, first
to pinpoint the life-cycle stage affected by climate and
then to describe the physiological processes involved.

Water availability is the key to moisture effects on
plants, and drought occurs when adequate amounts of
water are not present or are unavailable to the plant.
The soil may be saturated with water, but if all of it is
frozen, none may be taken up by plants, and they may
suffer frost drought. Many of the distributional effects
attributed to temperature may operate through the
water balance of plants.

R—

eview Questions and Problems

1 Fire ants have spread from Brazil north through
Central America and Mexico into the southern
United States, and they continue to spread north.
Discuss how you might determine the potential
geographical range of this pest species. Korzukhin
et al. (2001) discuss the problem.

2 There is only one known C, tree species (Pearcy
1983). Explain why this is the case.

3 Cain (1944) stated:

Physiological processes are multi-conditioned,
and an investigation of the effects of variation of a
single factor, when all others are controlled,
cannot be applied directly to an interpretation of
the role of that factor in nature. It is impossible,
then, to speak of a single condition of a factor as
being the cause of an observed effect in an
organism.

Species may adapt to temperature, moisture, or
light levels phenotypically or genotypically and thereby
circumvent some of the restrictions imposed by climate.
Gote Turesson was one of the first to recognize the
importance of ecotypes, genetic varieties within a single
species. By transplanting individuals from a variety of
habitats into a common garden, Turesson showed that
many of the adaptations of plant forms were genotypic.
Many ecotypes have now been described, particularly in
plants, and these may involve adaptations to any
environmental factor, including temperature and
moisture. Ecotypic differentiation has often proceeded
to the point where one ecotype cannot survive in the
habitat of another ecotype of the same species.

Organisms have evolved an array of adaptations to
overcome the limitations of high and low temperatures,
drought, or other physical factors. Some adaptations
might allow a species to extend its geographic range.
Many species are known to have extended or reduced
their geographic range in historical times, but few cases
have been studied in detail.

The climatic warming that is currently under way
will have strong effects on geographic distributions.
The major concerns are that species will not be able to
migrate fast enough to keep pace with global warming,
and that genetic adaptations to local environments
may be lost.

Discuss the implications of this principle—that the
factors of the environment act collectively and
simultaneously—with regard to methods for
studying species distributions.

4 List the assumptions underlying the predictions of
tree range changes illustrated in Figures 16 and 17.

5 “The frost line . . . is probably the most important of
all climatic demarcations in plants” (Good 1964,
p- 353). Locate the frost line in a climatological atlas,
and compare the distributions of some tropical and
temperate species of any particular taxonomic group
with respect to this boundary.

6 Hutchins (1947) set out a simple but elegant
hypothesis that the geographic limits of marine
species are set by thermal tolerances of the most
sensitive life history stage. Thus species are limited
by intolerance to cold at the poleward limit and by
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intolerance of heat at their equatorial limit. Discuss
what factors might invalidate this hypothesis.
Wethey (2002) discussed this issue for barnacles.

7 The British barnacle Elminius modestus extends higher
on the shore in the intertidal zone than does the
barnacle Semibalanus balanoides when the two species
occur together. However, these two species have
similar tolerances to desiccation, salinity, and
temperature. The range of initial settlement of young
barnacles is the same for the two species. Given these
facts, can you suggest an explanation for the
observation that E. modestus extends higher on the
shore than S. balanoides?

8 Adult male dark-eye juncos (Junco hyemalis) remain
farther north in winter than females and juveniles
(Ketterson and Nolan 1982). Review the arguments of
Root (1988) on energy balance and winter bird ranges,
and suggest an explanation for these observations.

9 Fenchel and Finlay (2004) state that small organisms
(less than 1 mm in length) tend to occur everywhere
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Distribution
and Abundance

Key Concepts

e Geographic distributions can be mapped at spatial
scales from the continental to the local.

* Most species occupy small geographic areas; few
are widespread.

e Polar species tend to have larger geographic ranges
than tropical species in many taxonomic groups
(Rapoport's Rule).

e Distribution and abundance are usually positively
related such that widespread species are more
abundant than species with small geographic
ranges.

- From Chapter 7 of Ecology The Expenmental Analyszs of Dlstrlbutwn and Abundance, Sixth Edition. Eugene Hecht
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KEY TERMS

ecological specialization model A proposed
explanation for Hanski’s Rule postulating that species that
exploit a wide range of resources become both
widespread and common; these species are generalists;
also called Brown’s model.

generalists Species that eat a variety of foods or live in a
variety of habitats; contrast with specialists.

Hanski's Rule The generalization that there is a positive
relationship between distribution and abundance, such
that abundant species have wide geographic ranges.

local population model A proposed explanation for
Hanski's Rule that assumes that species differ in their
capacity to disperse, and if the environment is divided
into patches, some species will occupy more local
patches than others as a function of their dispersal
powers.

Rapoport’'s Rule The generalization that geographic
range sizes decrease as one moves from polar to
equatorial latitudes, such that range sizes are smaller in
the tropics.

sampling model One proposed explanation for Hanski’s
Rule that the observed relationship between distribution
and abundance is an artifact of the difficulty of sampling
rare species and does not therefore require a biological
explanation.

specialists Species that eat only a few foods or live in
only one or two habitats; contrast with generalists.

—

We have considered the ways in which ecologists an-
swer the two simple ecological questions Who lives
where? and What constrains geographic distributions? First
we will discuss the broad question of whether there is
any relationship between distribution and abundance.
This question was first raised in a general way by the
Australian ecologists H. G. Andrewartha and L. C. Birch
in their classic 1954 book The Distribution and Abun-
dance of Animals. Their ideas, which tied together the
two concepts of distribution and abundance, had a
strong impact on ecological thinking in the past 50
years. In this chapter we focus on one aspect of this in-
teraction between distribution and abundance—
whether species that have large geographic ranges are
any more or less abundant than species that have small
geographic ranges.

The Spatial Scale
of Geographic Ranges

We began our analysis of distribution by assuming that
we can easily map the geographic range of a species, but
this simple assumption breaks down as we map the de-
tailed distribution of a species in a local area. No species
occurs everywhere. Figure 1 illustrates the range of spa-
tial scales at which one can describe a species’ geographic
range. At one extreme the range of a species is defined by
the worldwide extent of its occurrence, a line drawn on a
map demarcating the outermost points at which the
species has been observed. This is the scale of geographic
range used in field guides and other regional natural his-
tory guides. At the other extreme, we could measure a
much smaller area within the larger geographic range
and map the location of each individual. If a particular
habitat is not occupied by the species, this region would
not be included in its geographic range. We would like to
know the actual area occupied by each species, but this is
not possible because ecologists have not collected or
mapped species occurrences in this much detail for most
plants and animals (Gaston 1991). The important point
shown in Figure 1 is that one can measure geographic
ranges at several spatial scales.

Variations in Geographic
Range Size

After we have decided on a measure of geographic range,
we can investigate the spread of range sizes of species
within a taxonomic group. A general pattern has emerged
in many separate groups: most species within a group
have small geographic ranges and only a few have very
large ranges. The frequency distributions of range sizes in
Figure 2 illustrate this point for the birds of North Amer-
ica and the vascular plants of Britain. This pattern, the
“hollow curve” of Figure 2, seems to be the rule for all
groups that have been studied (Gaston et al. 1998).
These range-size data display other interesting patterns in
addition to the “hollow curve” shape.

In 1975 the Argentinean ecologist Eduardo Rapoport
suggested that within the mammals geographic range sizes
decreased as one moved from polar to equatorial latitudes,
such that range sizes were smaller in the tropics. This gen-
eralization has been referred to as Rapoport's Rule and
has stimulated many studies to determine how well it de-
scribes distributions in various other groups of organisms
(Stevens 1989). In North America, geographic ranges of
mammals are smaller toward the tropics (see Figure 3).
The average Canadian mammal species inhabit ranges
that are an average 25 times larger than those of Mexican
mammals (Pagel et al. 1991; Arita et al. 2005).
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Figure 1 A hierarchy of scales for analyzing the geographic distribution of the moss
Tetraphis. The answer to the question “What limits geographic distribution?” may have
different answers when analyzed at the continental scale versus the local scale of the
individual tree stump. (After Forman 1964.)
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Figure 2 Frequency distribution of geographic range sizes. (a) 1370 species of North
American birds and (b) 1499 species of British vascular plants. Most species have small
geographic ranges. (Data from Anderson 1985 for (a) and from Gaston et al. 1998 for (b).)
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Figure 3 The relationship between range size and latitude. (a) Geographic range size
for 523 species of North American mammals. (b) Relationship between range size
(measured as the percentage of the total land area of North America) and latitude. Low-
latitude species have smaller ranges than high-latitude species, following Rapoport's Rule.

(From Pagel et al. 1991.)

Support for Rapoport’s Rule has been widespread in
trees, fishes, reptiles, some birds, and many mammals
from all continents (Gaston et al. 1998)—but not all
studies have supported Rapoport. Figure 4 shows that
geographic ranges of woodpeckers are highly variable in
size and reach a minimal size at 20° N latitude. One ex-
tension of Rapoport’s Rule can be made in mountain
ranges, for which analogous arguments predict ranges
that become larger as one moves up in altitude. Bhattarai
and Vetaas (2006) tested this hypothesis for tree species
in the Himalaya Range in Nepal, with the results
shown in Figure 5. Tree range size was maximal at
mid-elevation, contrary to Rapoport’s Rule. We must

ask why Rapoport’s Rule should hold in some species
and some situations but not in others—what are the eco-
logical mechanisms behind this pattern?

Three ecological explanations for Rapoport’s Rule
have been put forward. First, climatic variability is greater
at high latitudes, and only organisms that have a broad
range of tolerance for variable climates can live there. As a
side effect of broad tolerance, these high-latitude species
can occupy larger ranges. This hypothesis makes two in-
teresting predictions. For terrestrial animals and plants,
climatic tolerance should increase from tropical to polar
areas. This seems to be true for amphibians (Snyder and
Weathers 1975). For marine organisms more interesting
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Figure 4 North and South American woodpeckers'
geographic range size in relation to latitude. Each point
is one species (n = 81). The dotted line is the equator. There
is a minimum range size at 10°-20° N latitude, with much
variation. (Data from Husak and Husak 2003.)

1400

1200

1000

800

600

Elevation range (m)

400

200

0 1 1 1 1
0 1000 2000 3000 4000

Elevation (m)

Figure 5 Elevational range sizes for 614 species of
trees in the Himalaya Mountains of Nepal in relation to
the midpoint of their elevation. Species are grouped into
38 elevation classes. Range size reaches a maximum at 1500
m and then falls, contrary to the predictions from Rapoport's
Rule. (Data from Bhattarai and Vetaas 2006.)

patterns can be predicted. For marine fish, temperature
variation is greatest in the temperate zone and much
smaller in polar waters and in tropical waters. Thus the
range of temperature tolerances should be minimal in
both tropical and polar waters. Figure 6 shows that this
appears to be the case for shallow-water marine fish. If we
go deeper in the oceans, temperature variability becomes
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Figure 6 Critical temperature limits for marine fish from
shallow waters. According to the climatic variability
hypothesis, temperate fish should have the widest
temperature limits. Upper critical temperatures are in blue,
and lower critical temperatures are in red. These data from
Brett (1970) fit this explanation well for the polar-temperate
comparison and may fit the temperate-tropical comparison
as well, but more data are needed from marine fish living in
the 0°-10° latitude range.

minimal, and the climatic variability hypothesis would
predict no relationship between latitude and range size
for these deep-sea organisms. Unfortunately no data are
yet available to test this prediction for the deep sea.

A second explanation of Rapoport’s Rule is that it is
a product of glaciation, particularly in the Northern
Hemisphere (Brown 1995). When the glaciers retreated,
only those species with high dispersal capacity were able
to repopulate northern areas, and these species thus have
large geographic ranges. The glaciation hypothesis may
explain some of the patterns found in the Northern
Hemisphere, but it cannot explain Rapoport’s Rule in the
Southern Hemisphere, where glaciation was much less
prominent. Glaciation is probably a contributing factor
but not the major cause for these distributional patterns.

A third explanation of Rapoport’s Rule is that it
arises from a lack of competition in polar communities.
Because fewer species live in polar areas, the level of com-
petition may be lower. There is no support at present for
this mechanism because we do not have a simple mea-
sure of competition that can be applied across global
species patterns. It remains a possibility as yet untested.

Rapoport’s Rule has stimulated much work in analyz-
ing distributions, and in doing so it has highlighted the
importance of looking beyond latitude to consider the
ecological mechanisms that produce the observed patterns
such as that shown by the trees in Nepal (see Figure 5).
Hawkins and Diniz-Filho (2006) suggest that, for birds in
the Americas, range size is affected both by temperature
and by topography. Figure 7 illustrates the patterns that
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Mean range size

Small Large

Figure 7 Geographic pattern of breeding range size for 3839
species of native birds in the Americas. Island populations are N
excluded. The interaction of temperature and topography is illustrated

in this map, explaining why Rapoport’s simple rule based on latitude is

incomplete. (From Hawkins and Diniz-Filho 2006.)
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Figure 8 Mean range size for 3839 bird species from
the Americas subdivided into cold and warm climates.
Climates are based on the mean temperature of the coldest
month above or below 0°C, and topography (lowlands =
less than 1000 m elevation). Topography affects range sizes
much more strongly in warmer climates, possibly because
there is less habitat zonation in colder regions. (From
Hawkins and Diniz-Filho 2006.)

emerge for bird ranges in the Americas. Topography affects
bird ranges in tropical areas but has little effect in polar re-
gions (Figure 8). The net result is that by concentrating
on temperature and topography about 50% of the varia-
tion in range sizes can be explained. The remaining 50%
may be associated with biotic interactions and possibly
with climate and evolutionary history in relation to glacia-
tion (Hawkins and Diniz-Filho 2006).

Range Size and Abundance

Is there any relationship between geographic range size
and the abundance of a species? If a species is wide-
spread, is it always an abundant species? Or conversely,
if a species is rare or threatened, does it have a small
geographic range? The data ecologists have collected
on a wide variety of plants and animals reveal a corre-
lation between distribution and abundance such that
more widespread species are typically more abundant
(Brown 1984; Gaston 1990). Figure 9 shows data for
263 species of British moths. Moths were collected at
light traps in 50 sites throughout Britain, and the geo-
graphic distribution was measured as the number of
these sites occupied by a given species. Abundance data
for each species were averaged over 6-14 years at each
light trap site. (Not all light traps could be operated
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Figure 9 Relationship between distribution and abundance
for 263 species of British moths. Distribution is the number of
trap sites across Britain at which the species were caught.
Abundance is averaged across all sites for all years. Each dot
represents one species. In general, species with wider
distributions are more abundant. (From Gaston 1988.)
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Figure 10 The geographic range-abundance relationship
for geese and ducks (Anseriformes) of the world.
Abundance is measured as the total estimated population for
the world, and range is measured as the number of equal
area grid squares of 10° longitude occupied in the world.
(Data from Gaston and Blackburn 1996.)

every year.) There is much variability in these moth
data, but a clear trend exists: more widespread moth
species tend to be more abundant. Similar patterns can
be found in birds (Figure 10), plants, and many other
groups, such that this positive relationship between
distribution and abundance is another ecological gen-
eralization that can be called Hanski's Rule, after Ilkka
Hanski.
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Hanski (1982) was one of the first to call attention
to the association between distribution and abundance,
and there has been extensive discussion of the possible
mechanisms behind the simple pattern shown illus-
trated in Figure 10 (Gaston et al. 1997). There are three
main explanations of why distribution and abundance
may be correlated.

The first explanation is the sampling model, which
argues that the observed relationship is an artifact of
sampling and does not require a biological explanation.
Rare species are more difficult to find than common
species, and thus if the appropriate biological studies
are not done carefully, one will automatically observe
the patterns seen in Figure 10. This explanation is diffi-
cult to evaluate because of the problems of counting
rare organisms. It cannot, however, be the explanation
for this pattern in birds, butterflies, and mammals,
which have been very well sampled and studied.

The second explanation is the ecological specializa-
tion model, or Brown’s model, because Jim Brown first
suggested it in 1984. This model argues that species that
can exploit a wide range of resources become both
widespread and common. These species are called
generalists and are to be distinguished from specialists,
which exploit only a few resources. Provided that one
can determine which species are generalists and which
are specialists, one should be able to test this model. A
corollary of this model is that widespread generalist
species should use food and habitat resources that are
themselves abundant.

The third explanation is the local population
model. In this model a population is subdivided into a
series of discrete patches, or local populations,! that inter-
act because animals or plants move between the patches.
Since species differ in their capacity to disperse, some will
occupy more local patches than others (Hanski et al.
1993). If this model is correct, we would expect species
that disperse more to be more common and more wide-
spread, when compared with less migratory species. A
variant of this model is the neutral model of Bell (2001)
that predicts a positive relationship between distribution
and abundance for model species with identical proper-
ties that disperse between patches in a landscape.

The prediction of a strong positive relationship be-
tween distribution and abundance does not always hold.
Lesica et al. (2006) tested seven species pairs in which
one species of the pair was a widely distributed plant and
the other was a rare endemic with a small geographic
range. Figure 11 shows the results for two species pairs.
In all cases the rare species was 2 to 10 times more abun-

1Also called metapopulations.

Erigeron

species pair species pair

Figure 11 The geographic range of two closely related
species in the two genera Draba (whitlowgrass) and
Erigeron (fleabane). The arrows point to the range of the
rare species and the colored area indicates the larger range
of the widespread species. In Draba the rare species was
twice as abundant as the widespread species, and in
Erigeron the rare species was nearly five times as abundant,
contrary to the expected positive relationship between
geographic distribution and abundance. (Modified from
Lesica et al. 2006.)

dant in plots within its range than was the common,
widespread species sampled in the same size area.

The relationship between distribution and abun-
dance is usually discussed as a pattern among many
species, but it is interesting to ask if the same pattern
occurs within one species. If a species is declining in
abundance, does its geographic distribution also be-
come smaller? This could be an important question for
conservation biologists studying a declining species.
Conversely, are species that are increasing in abundance
also expanding their geographic ranges? Figure 12 il-
lustrates two possible trajectories for species changing
in abundance. Species could follow the expected curve
(Figure 12a) and decline in range size as they decline in
abundance, or a different pattern may occur for rare and
common species (Figure 12b).
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Figure 12 Potential directions of change for individual
species declining in abundance in relation to the standard
model of positive abundance-range size relationships.

(a) Al species might move along the line, preserving the
previous relationship. (b) Common species might follow the
line while rare species might go in any direction. It is not yet
clear which model is closer to reality. (Modified from Webb et
al. 2007.)

The best data to answer this question come from bird
surveys, and Figure 13 shows two cases of birds that have
declined over 20 years. Both eastern meadowlarks and
common grackles declined in North America from 1970
to 1989. Meadowlarks reduced their geographic range, as
predicted, but grackles increased their geographic range,
contrary to prediction. The same differences have been

40 - / /
38 | =~ : o
o 36F ®2®
§ 34
T 32 ¢’ . °
é 30 - o®
< 28 - . :
o 26~ ° °
= o4 °
22 - °
20 1 1 1 1 1 1
0.80 082 084 086 088 090 0.92
Proportion of routes occupied
(a)
80 ¢
o °* °
e 75+ \
[}
B0+ ®
3 LR !
© 65— ° ° °
c
$ 60 o %° o
=
55
1 1 1 1 1 1 1 1

50
0.88 0.89 0.90 0.91 0.92 0.93 0.94 0.95 0.96
Proportion of routes occupied

(b)

Figure 13 Changes in geographic range size for two
North American birds that have been declining since
1970 in the Breeding Bird Surveys. Breeding Bird
Surveys are carried out each June in a standard manner
(50 stops over 24.5 miles) on more than 3700 specified
routes in North America. (a) The eastern meadowlark has
declined in abundance and its geographic range has also
shrunk, so that there is a positive relationship between
distribution and abundance in this species over the

20 years of data. (b) The common grackle has declined
in abundance, but during this decline in abundance its
geographic range has been increasing, so that there

is a negative relationship between distribution and
abundance for this bird species. The reasons for

these differences are not known. (From Gaston and
Curnutt 1998.)
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found for British farmland and woodland birds in which
changes to the farming system in Britain has caused wide-
spread bird declines (Webb et al. 2007).

Available data at present support several possible
explanations for the positive relationship between dis-
tribution and abundance, and many of the critical pre-
dictions have yet to be tested (Gaston 2003). It may be
that some species follow one model and some the
other, or that different kinds of organisms are more
likely to fit one model than another model. Since all
studies of distribution and abundance involve sam-
pling, in an imperfect world the sampling model will
always be part of the explanation for these positive rela-

I Summary

The geographic distribution of a species is more complex
than one first suspects. The scale at which a distribution
is mapped can affect the answer to the simple question:
What limits geographic distributions? For many species
we do not know the detailed geographic range because
too few data have been collected. Even for larger plants
and animals in developed countries we have few details
about local distributions.

Geographic ranges measured on large-scale maps
show a common pattern in all groups studied—most
species have small geographic ranges, and only a few
species are very widespread. This relationship holds for
data on fishes, birds, and mammals, as well as for plant
groups. In addition, in many taxonomic groups,
geographic ranges follow Rapoport’s Rule, which states
that polar species have larger geographic ranges than
tropical species. Climatic variability, glaciation history,
and competition are cited as the main causes of this
pattern.

R—

eview Questions and Problems

1 In primates there is no relation between geographic
distribution and abundance at the species level but
there is a clear relationship when taxonomic families
are considered as the unit of analysis instead of
species (Harcourt et al. 2005). Suggest why this
pattern might occur.

2 Abundance can be measured as the total population
size over the entire geographic range (as in Figure 10)
or as density per unit of area sampled (as in Figure
11). Discuss which type of data is most appropriate

tionships between distribution and abundance. More
data are needed to determine the ecological attributes
of successful species that are widespread and abundant.
These attributes may help us to understand the reasons
for species being rare or endangered, and could assist in
conservation biology. We are led in this way out of the
world of geographic ecology and geographic distribu-
tions into the larger and more complex world of abun-
dance. We turn next to exploring what happens within
the zone of distribution in which populations of ani-
mals and plants increase or decrease in size in response
to many of the same environmental factors we have just
considered.

There is a broad positive correlation between
distribution and abundance for all kinds of animals
and plants: widespread species are typically more
abundant than species that have small geographic
ranges. There is considerable variability in this
relationship. Several explanations are proposed for this
pattern. The pattern could be an artifact arising from
the problem of sampling rare species in nature, but this
is unlikely for well-known groups such as birds.
Ecological specialization on rare resources may be an
important factor reducing abundance, and to test this
second explanation we need data on resource use by
abundant species and rare species. Migration among
suitable local patches may affect overall abundance and
distribution, and we need movement data to test this
third model. We are led to ask the question: What
makes a species successful? To answer this we turn to
consider the problem of abundance in more detail in
Part Three.

for investigating the relationship between
distribution and abundance.

3 Discuss the application of Rapoport’s Rule to the
altitudinal distribution of species on mountains in
relation to the data given in Figure 5. What predictions
does this hypothesis make for mountain species? Read
Fleishman et al. (1998) and Bhattarai and Vetaas (2006)
and compare your analysis with theirs.

4 Discuss the implications of the relation between
distribution and abundance for conservation biology.
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5 The relationship between distribution and
abundance is often very loose with much variability,
as shown in Figure 10. How does this variability
affect the interpretation of these data?

6 Would you expect species that were increasing in
abundance to follow more closely the model
illustrated in Figure 12a or 12b? Discuss in biological
terms exactly what the arrows in Figure 12 mean with
respect to distribution and abundance.

7 Geographic ranges could be mapped at a scale of
1-m, 1-km, 10-km, or 100-km squares to estimate
the size of the geographic range. Would you expect
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Population
Parameters and
Demographic
Techniques

Key Concepts

e Individuals are clearly defined in unitary organisms
such as deer, but less clearly defined in modular
organisms of variable size, such as grasses.

e Population abundance results from an integration of
the four primary population parameters of natality,
mortality, immigration, and emigration.

e Age-specific natality and mortality rates for any
population can be summarized quantitatively in
fertility schedules and in life tables.

e The intrinsic capacity for increase (1) summarizes the
natality and mortality schedules of a population and
forecasts the rate of population growth implicit in
these schedules.

e The age structure of a population is determined by
these rates of natality and mortality.

From Chapter 8 of Ecology: The Experimental Analysis of Distribution and Abundance, Sixth Edition. Eugene Hecht.
Copyright © 2009 by Pearson Education, Inc. Published by Pearson Benjamin Cummings. All rights reserved.
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KEY TERMS

absolute density The number of individuals per unit area
or per unit volume.

big-bang reproduction Offspring are produced in one
burst rather than in a repeated manner.

deme A population genetic unit of individuals that breed
with one another; a genetic population.

emigration The movement of individuals out of an area
occupied by the population, typically the site of birth or
hatching.

immigration The movement of individuals into an area
occupied by the population.

intrinsic capacity for increase The potential rate of
increase of a population that combines the life table and
fertility schedule with the speed of development.

life table The age-specific mortality schedule of a
population.

mean length of a generation The average length of
time between the birth of a female and her offspring.

reproductive rate (R;) The average number of offspring
produced per female or reproductive unit.

reproductive value The contribution an individual
female will make to the future population.

—

Within their areas of distribution, animals and plants
occur at varying densities. We recognize this variation
when we say, for example, that black oaks are common
in one woodlot and rare in another. If we are to make
these statements more precise, we must quantify den-
sity. This chapter discusses some techniques used to es-
timate densities of animals and plants.

The Population
as a Unit of Study

A population may be defined as a group of organisms of

the same species occupying a particular space at a particular
time. Thus, we may speak of the deer population of Glac-
ier National Park, the deer population of Montana, or
the human population of Australia. The ultimate con-

stituents of the population are individual organisms. For

sexually reproducing organisms, the population may be
subdivided into local populations called demes, which
are groups of interbreeding organisms, the smallest col-
lective unit of a plant or animal population. Individuals
in local populations share a common gene pool. The

boundaries of a population both in space and in time are
vague and in practice are usually fixed arbitrarily by the
investigator.

Populations as units of study have received a good
deal of interest from both ecologists and geneticists.
Among the principles of modern evolutionary theory
are the ideas that natural selection acts on the individ-
ual organism and that through natural selection popu-
lations evolve. The fields of population ecology and
population genetics have much in common.

The population has group characteristics—statisti-
cal measures—that cannot be applied to individuals.
The basic characteristic of a population that we are in-
terested in is its density, and this chapter will discuss
how to estimate density. The four population parame-
ters that change density are natality (egg, seed, or spore
production; births), mortality (deaths), immigration,
and emigration. In addition to these attributes, one
can derive secondary characteristics of a population,
such as its age distribution, genetic composition, and
pattern of distribution of individuals in space. Note
that these population parameters result from a summa-
tion of individual characteristics.

WORKING WITH THE DATA

Calculation of Expected Population Density
from the Regression Data Given in Table 2

The expected average population density of a herbiv-
orous mammal weighing 85 g would be calculated
from the coefficients given in Table 2 as follows:

log (population density) = a + b (log [body mass])
= 1.30 — 0.66 (log [0.085])
= 1.30 + 0.707
= 2.007

e Population density is estimated as the antilog
(2.007) or 10297, which is 102 individuals per km2.

e For a seed-eating bird that also weighs 85 g, the
expected average population density would be
calculated as follows:

log (population density) = a + b (log [body mass])
= 0.22 — 0.54 (log [0.085])
=0.22 + 0.578
=0.798

e Population density for this bird is estimated as
the antilog (0.798) or 6.3 individuals per km2.

e As shown in Figure 3, birds have on average
smaller populations than mammals of the same
mass.
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Unitary and Modular
Organisms

We are used to organisms in populations that come in
individual units such as humans and birds. We call
these unitary organisms. Deer, mice, humans, and oak
trees are easy to identify as individuals. But some organ-
isms do not come in simple units of individuals, and
we call these modular organisms (Figure 1). Many
plants are also difficult to categorize because they show
great variation in size and structure. Grasses are particu-
larly difficult to fit into anyone’s definition of a single
individual, and many other plants have underground
connections so that what appear to be separate plants
are the same genetic individual (a clone). For example,
aspen trees (Populus tremuloides) can form clones, so
that a whole stand of trees may in fact be a single ge-
netic individual.

Organisms may thus be classified as unitary or
modular organisms. Most higher animals are unitary
organisms in which form is determinate. A kitten is
recognizable as a cat, and a young giraffe is instantly

Figure 1 Some examples of modular organisms. (a) Brain
coral from the Great Barrier Reef. This large structure is actually
a colony consisting of thousands of individual coral polyps,
each a module budded from the original coral polyp.

(b) Fescue grass (Festuca brachyphylla), which forms a tussock
of tightly packed modules. (c) Wheatgrass (Agropyron
boreale), in which tillers spread laterally. (d) Sandwort (Arenaria
laricifolia) with many tillers coming off a spreading stolon.

recognized as a giraffe. In unitary organisms each easily
recognizable individual is usually a separate genetic indi-
vidual. By contrast, most plants are modular organisms
in which the zygote or spore develops into a unit of con-
struction (a module) that then produces additional simi-
lar modules. Modular organisms are often branched, and
individuals are composed of variable numbers of mod-
ules. Modules that can exist separately are known as ram-
ets. Most plants are modular, but many of the lower
animals such as hydrozoans, corals, and bryozoans are
also modular organisms. Modular organisms can have
individuals that are extremely different in size.

To study populations of modular organisms, we
must recognize two levels of population structure. In ad-
dition to the number of modular units, there is the
number of individuals that are represented by original
zygotes. These individuals are called genets, or genetic
individuals (Harper 1977). In plants, an individual
genet can be a single tree or a clone extending over a
square kilometer. Each genet is composed of one or
more modular units of construction, which vary with
the type of organism. For example, grasses grow above-
ground as tillers (= ramets), the modular unit of con-
struction, and each genetic individual of a grass may
have many tillers. Thus to describe a population of
modular organisms, we must specify both the number
of genets and the number of modular ramets, in con-
trast to most populations of unitary organisms, in
which the individual is simultaneously the genetic unit
and the modular unit. Modular organisms have added
another dimension to the problem of population
changes; in addition to studying whole organisms, we
must measure changes in modules and measure modu-
lar “birth” and “death” rates (Harper et al. 1986).

In some of these cases we can circumvent the prob-
lem by measuring biomass (weight) instead of counting
numbers. Foresters are not interested in the number of
oak trees in a woodlot but rather the sizes of the trees.
In some species we will be able to apply population
methodology only by making some arbitrary decision
about what units to measure or count. Fortunately, in
many cases, individuals and populations are easy to rec-
ognize and study.

Estimation of Population
Parameters

The population attributes concerned with changes in
abundance are interrelated as shown in Figure 2. When
we ask why population density has gone up or gone
down in a particular species, we are asking which one
(or more) of these primary population parameters has
changed. In this section we examine briefly the meth-
ods employed in estimating these vital statistics. We can
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Climate, predation, competition,
food supply or nutrients,
disease, social factors

v

Births and
immigration

v

Population Population growth Population
at time ¢ rate at time f+1
Deaths and
emigration

T

Climate, predation, competition,
food supply or nutrients,
disease, social factors

Figure 2 The dynamics of populations centers on
understanding the population growth rate. In this
chapter we will describe the four primary population
parameters (pink box) that together determine how
population density will change.

appreciate the problems involved in estimating density by
considering the approximate densities of organisms in
nature listed in Table 1. Given such a wide range of fig-
ures, covering more than a dozen orders of magnitude, it
is clear that techniques for estimating density that work
nicely with deer cannot be applied to bacteria or proto-
zoa. The two fundamental attributes that affect our choice
of techniques for population estimation are the size and
mobility of the organism with respect to humans.

Small animals are usually more abundant than
large animals. Figure 3 shows this trend for 350 species
of mammals and 552 species of birds and allows us to
predict the approximate density for a species of bird or
mammal of given size. Similar plots can be constructed
for other species groups (Peters 1983). Table 2 presents
the regression estimates for several groups of animals,
and the Working with the Data box “Calculation of Per
Capita Rates” illustrates the use of those regressions to
estimate average population density for animals of a
particular size.

The systematic differences that exist among groups
are clear in Figure 3. Birds, for example, are less abun-
dant than mammals of equivalent size. If we were to
study a 1-kg bird, we should expect a density of approx-

I Table 1 Observed density of small

a
to large organisms in natural

populations.
Density
in conventional Density per m?2
units (or m3)

Diatoms 5,000,000/m3 5,000,000
Soil arthropods 500,000/m? 500,000
Barnacles (adult)  20/100 cm? 2000
Trees 500/ha 0.0500000
Field mice 250/ha 0.0250000
Woodland mice 10/ha 0.0010000
Deer 4/km? 0.0000040
Human beings

Netherlands 395/km? 0.0003950

United States 31/km? 0.0000310

Canada 3.2/km? 0.0000032

1 ha = 10,000 m? = 2.47 acres
1 km? = 100 ha = 0.386 sq. mile

10000 [
1000 |
100
10

;
01
0.01

Population density (no. per km?)

1000 10000

0.01 0.1 1 10 100
Body weight (kg)

0.001
0.001

Figure 3 The relationship between body size and
average abundance for 350 species of mammals (red)
and 552 species of birds (blue) from around the world.
Average trend lines are shown for each group. Note that the
scales are logarithmic. (Data from Silva et al. 1997.)

imately 1 per sq. km. For a similar-sized mammal, we
should expect about 100 per sq. km.

In most cases we cannot rely on these estimates of av-
erage abundance because we need to know if, for exam-
ple, a population of fish is declining from overfishing, or
if a population of endangered plants is increasing or
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able 2 Predictive equations for the relationship of average population density to body size for

various animal groups.

Group Intercept of regression line (a)  Slope of regression line (b) Sample size
Mammals 1.316 —0.688 364
Herbivores 1.30 —0.66 98
Carnivores 1.69 ~1.02 25
Birds ~0.045 —0.604 564
Insect eaters —0.05 —0.64 277
Seed eaters 0.22 —054 80
Fishes 1.81 —0.77 11
Aquatic invertebrates 5.37 —0.58 56
Terrestrial invertebrates 3.48 —0.69 106

The equation for each group has the following general form:

log (population density) = a+ b (log [body mass]),

where all logs are base 10, population density is the number per km?, and body mass is in kg.

SOURCE: Data are from Silva et al. (1997) and Peters (1983).

WORKING WITH THE DATA

Calculation of Per Capita Rates

Demographers are usually interested in per capita
rates of birth and death. You can see why with a sim-
ple example. If you were told that 400 ducks had been
killed in a disease outbreak, your reaction would be
that this number is difficult to evaluate without know-
ing the size of the duck population. If you were then
told that the duck population of this region was
250,000 individuals, you would be able to evaluate this
mortality as a per capita rate:

No. of deaths

Per capita deathrate = ——————
Population at risk

d. 400

= T 250,000

= 0.0016

or a death rate of 0.16%, a tiny figure. Similarly, if you
were told that nine marmots died in a severe storm,
you would need to know that the total marmot popu-
lation was 26 individuals to know that this is a high per
capita mortality rate:

d. 9
G == 5 = 0.346

X

and that more than one-third of the population died.
Natality rates should also be expressed as per
capita rates for the same reasons:

No. of births
Size of the reproductive
population

Per capita birth rate =

Plotting population data on a logarithmic scale is
a simple way to emphasize per capita rates. A numeri-
cal example shows this. If one-half of a population
dies, we obtain:

Starting No. Per capita Final
population size dying  death rate population size
1000 500 0.5 500
500 250 0.5 250
250 125 0.5 125

On a logarithmic scale, all these decreases are equal
(base 10 logs):

log(1000) — log(500) = log(500) — log(250)
3.00 — 2.70 = 2.70 — 2.40

Even though numbers lost differ greatly, the per capita
death rates are the same.
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decreasing over time. How can we estimate population
density? Ecologists have developed an array of techniques
to estimate population density. Here we will only scratch
the surface of the methods used, but it is important to un-
derstand in general how these estimates of populations
are made for two reasons: we can begin to see how ecolo-
gists quantify nature, and we will come to appreciate how
difficult it is to obtain reliable estimates of populations.
Reliable quantitative methods are the backbone of science,
and one of the great triumphs of ecologists in the past 60
years has been the development of these methods to a
high degree of precision (Krebs 1999; Sutherland 2006).
There are two broad approaches to estimating pop-
ulation density. In many cases we need to know the
absolute density of a population (for example, num-
ber of individuals per hectare or per square meter) to
make management decisions or conservation recom-
mendations. In other cases we may find it adequate to
know the relative density of the population (that is, for
two areas of equal size, area x has more organisms than
area y). This division of approaches is reflected in the
techniques developed for measuring density.

Measurements of Absolute Density

Ecologists go about determining absolute density in
two ways: by making total counts and by using sam-
pling methods.

Total Counts

The most direct way to find out how many organisms are
living in an area is to count them. One good example of
this is a human population census. Other examples come
from populations of plants and from vertebrate animals.
With trees one can easily count all the individuals in a
given area. With territorial birds one can count all the
singing males in an area, or with bobwhite quail one can
count the number of birds in each covey. Other animals,
such as the northern fur seal, may be counted when they
are all gathered in breeding colonies. Few invertebrates,
however, can be counted in total, the exceptions being bar-
nacles and other sessile invertebrates such as some rotifers.
Large animals on small areas can sometimes be counted in
total or photographed and counted in the photos, but in
general direct counts are possible for very few organisms.

Sampling Methods

Usually investigators must be content to count only a
small proportion of the population and to use this
sample to estimate the total. There are two general sam-
pling techniques: the use of quadrats and the capture-
recapture method.

Use of quadrats

The general procedure in this technique is to count all
the individuals on several quadrats of known size and
then to extrapolate the average count to the whole area.
A quadrat is a sampling area of any shape. Although the
word literally describes a four-sided figure, it has been
used in ecology for areas of all shapes, including circles.
An example will illustrate this estimation procedure: if
you counted 19, 21, 17, and 19 individuals of a beetle
species in four soil samples of 10 cm by 10 ¢m, you
could extrapolate this to 1900 beetles per square meter
of soil surface.

Achieving reliable estimates using this technique re-
quires three things: (1) The population of each quadrat
examined must be determined accurately, (2) the area
of each quadrat must be known, and (3) the quadrats
counted must be representative of the whole area. This
last condition is usually achieved by random sampling
procedures; students acquainted with statistics will find
a good discussion of this problem in Zar (1999). The
population of each quadrat may be counted without
error in some organisms but only estimated in other
species. Many special techniques have been developed
for applying quadrat-sampling techniques to different
kinds of animals and plants in terrestrial and aquatic
systems. Next we examine one example of the use of
quadrats.

Wireworms are click beetle larvae (Elateridae) that
live in the soil. Some species feed on seeds and seedlings
and damage the roots of agricultural crops. To estimate
populations of a wireworm root pest (Agriotes spp.), Salt
and Hollick (1944) devised a technique of extracting
larvae from soil samples. This technique involved
breaking the lumps of soil, separating the very coarse
and very fine material using sieves, and separating the
wireworms from other organic material by benzene
flotation (insects accumulate at the benzene-water in-
terface; the plant matter stays in the water). Exhaustive
tests were made at each step in this process to see if lar-
vae were lost. The investigators sampled soil by using a
corer that removed a cylinder of soil 10 cm in diameter
and 15 cm deep. In one pasture near Cambridge,
England, they collected 240 random samples that con-
tained a total of 3742 larvae of wireworms., an average
of 15.6 larvae per 10-cm core, or an infestation of 19.3
million larvae per hectare. Variation among the samples
can be used to construct confidence limits for this den-
sity estimate. Salt and Hollick were able to show by this
careful work that wireworm populations were about
three times higher in English pastureland than people
had previously supposed.

Quadrats have been used extensively in plant ecol-
ogy; indeed it is the most common method for sampling
plants. There is an immense literature on the problems
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of sampling plants with quadrats; some articles, for ex-
ample, deal with the relative efficiency of round, square,
and rectangular quadrats. We will not go into these de-
tailed problems of methodology; interested students
should refer to Krebs (1999, Chapter 4).

Capture-recapture method

The technique of capture, marking, release, and recap-
ture is an important one for mobile animals, because it
allows not only an estimate of density but also esti-
mates of birth rate and death rate for the population
being studied.

Several models can be used for capture-recapture es-
timation. Basically, they all depend on the following line
of reasoning: if you capture animals, mark them, and
then release them, the proportion of animals marked in
subsequent samples taken from this population should
be representative of the proportion marked in the entire
population. This is illustrated here for a simple example
that includes two capture sessions in Figure 4.

This simple type of population estimation is known
as the Petersen method! because it was developed by the
Danish fisheries scientist C. G. J. Petersen in 1898. It in-
volves only two sampling periods: capture, mark, and re-
lease at time 1 and capture and check for marked animals
at time 2. The time interval between the two samples
must be short because this method assumes a closed pop-
ulation with no recruitment of new animals into the pop-
ulation between times 1 and 2 and no losses of marked
animals. We assume that a sample, if random, will con-
tain the same proportion of marked animals as that in the
whole population:

Marked animals in  Marked animals in

second sample first sample

Total caught in
second sample

Total population
size

1Also called the Lincoln method by wildlife ecologists, because it was
first used by E C. Lincoln on ducks in 1930.

First
capture
c=16 Marked individuals
m=16 disperse

For this simple example, using N for total population
size:

or N = 64.

One of the first to use the Petersen method was Dahl
(1919) who marked trout (Salmo fario) in small Norwe-
gian lakes to estimate the size of the population that was
subject to fishing. He marked and released 109 trout,
and in a second sample a few days later caught 177 trout,
of which 57 were marked. From these data we estimate:

Number marked

Proportion of total in sample
population marked Total number
caught
57
= =0322 (1)
177

The number of fish marked in the first sample was
109, and therefore
Size of marked

Total population population

size Proportion of

population marked

109

= ——— = 338 trout (2)
0.322

To estimate density with capture-recapture meth-
ods, two situations must be considered: closed and
open populations. For population estimation a popula-
tion is defined as closed if it is not changing in size dur-
ing the period of capture, marking, and recapturing; a
population is defined as open if it is changing in size
during the study period. Real populations are clearly
open, unless we sample them over a very brief period.
Population estimation for open populations is more
complex because we need to take account of all the pa-
rameters shown in Figure 2. Details are given in Seber
(1982), Pollock et al. (1990), and Krebs (1999).

Figure 4 Schematic illustration of a capture-
recapture sampling session with two capture
periods. Each square represents one individual,
each light blue square represents an individual
that has been marked (m) once, each dark blue
square indicates individuals that have been
marked twice, and bold lines indicate the
individuals that have been caught (c).
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All capture-recapture models make three crucial
assumptions:

e Marked and unmarked animals are captured
randomly.

e Marked animals are subject to the same mortality rate
as unmarked animals. The Petersen method assumes
there is no mortality during the sampling interval.

e Marked animals are neither lost nor overlooked.

All these assumptions have caused trouble at one
time or another. For example, field mice may become
trap-happy or trap-shy and thus violate the first as-
sumption. Fish tagged on the high seas may be weak-
ened by the nets and the tagging procedure (being held
out of water) such that they suffer increased mortality
just after release. In some cases, fishermen have not re-
turned tags recovered from marked fish because they
considered them good-luck charms. Leg bands may
wear thin and be lost from long-lived birds. Numerous
variations of the techniques of marking and recapture
analysis have been designed to very cleverly circumvent
some of these problems.

The capture-recapture technique has been used
mainly on larger forms, such as butterflies, snails, bee-
tles, and many vertebrates, that can be readily marked.

Note that when we have estimated the population
size for a mobile species we still have the problem of es-
timating density because we must determine the area
occupied by the population. When we are studying an
island, or an isolated patch of forest, the area occupied
is easy to determine. When habitats are continuous, the
extent of the area occupied is less clear, and some cor-
rection must be made to take into account the move-
ments of the animals being studied.

Indices of Relative Density

The characteristic feature of all methods for measuring
relative density is that they depend on the collection of
samples that represent some relatively constant but un-
known relationship to total population size. These
methods provide an index of abundance that is more or
less accurate. When an index of abundance (such as
tracks in sand plots) is 4.0 on area x and 8.0 on area y,
we can conclude that area y has a higher density of ani-
mals than area x. You cannot conclude that area y has
twice the density of area x, because it may be that there
are only 40% more animals on area y but they are
much more active. There are a great many indices of rel-
ative density, and here we will list only a few:

1. Traps. We previous noted that traps are often used
in capture-recapture studies to estimate absolute
density. The number of individuals caught per day

per trap may also be used as an index of relative
density. The traps could include mousetraps spread
across a field, light traps for night-flying insects,
pitfall traps in the ground for beetles, suction traps
for aerial insects, and plankton nets. The number
of organisms trapped depends not only on the
population density but also the animals” activity
and range of movement, and on the researcher’s
skill in placing traps, so these techniques provide
only a rough idea of abundance.

2. Number of fecal pellets. This technique has been
used for snowshoe hares, deer, field mice, and
rabbits. If we know the average rate of defecation,
the number of fecal pellets in an area can provide
an index of population size. Similar methods are
used for defoliating caterpillars by estimating the
amount of frass falling from trees.

3. Vocalization frequency. The number of bird calls
heard per 10 minutes in the early morning has
been used as an index of the size of bird
populations. The same method can be used for
frogs, crickets, and cicadas.

4. Pelt records. The number of animals caught by
trappers has been used to estimate population
changes in several mammals such as Canada lynx;
some records extend back 300 years.

5. Catch per unit fishing effort. This measure can be
used as an index of fish abundance, for example,
number of fish per 100 hours of trawling.

6. Number of artifacts. This count can be used for
organisms that leave evidence of their activities, for
example, mud chimneys for burrowing crayfish, tree-
squirrel nests, and pupal cases from emerged insects.

7. Questionnaires. Questionnaires can be sent to
sportsmen or trappers to get a subjective estimate
of population changes. This technique is useful
only for detecting large changes in population
among animals large enough to be noticed.

8. Cover. The percentage of the ground surface
covered by a plant as a measure of relative density
has been used by botanists and by invertebrate
ecologists studying the rocky intertidal zone. This
is an especially important method for modular
organisms.

9. Roadside counts. The number of birds observed
while driving a standard distance has been used as
an index of abundance, and the same technique
can be used for other highly visible organisms.

These methods for measuring relative density all
need to be viewed skeptically until they have been care-
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fully evaluated (Anderson 2003). They are most useful
as a supplement to more direct census techniques and
for detecting large changes in population density.

We conclude our discussion of techniques for
measuring density by noting that detailed, accurate cen-
sus information is obtainable for few animals. In many
cases we must be content with an order-of-magnitude
estimate. Because of this, a disproportionate amount of
work has been done on the more easily censused forms,
particularly butterflies, birds, and mammals, and
species of economic importance. This fact introduces an
obvious bias into the following discussions of the
mechanisms determining population density.

Natality

A major factor in population increase is natality, a
broad term covering the production of new individuals
by birth, hatching, germination, or fission.

Two aspects of reproduction must be distinguished.
The concept of fecundity is a physiological notion that
refers to an organism’s potential reproductive capacity.
Fertility is an ecological concept that is based on the
number of viable offspring produced during a period of
time. We must distinguish between realized fertility and
potential fecundity. For example, the realized fertility
rate for a human population may be only one birth per
15 years per female in the childbearing ages, whereas
the potential fecundity rate for humans is one birth per
10 to 11 months per female in the childbearing ages.

Natality rate may be expressed as the number of or-
ganisms produced per female? per unit time, and is syn-
onymous with the realized fertility rate. The magnitude
of the natality rate is highly dependent on the type of
organism being studied. Some species breed once a
year, some breed several times a year, and others breed
continually. Some produce many seeds or eggs, others
few. For example, a single oyster can produce 55-114
million eggs; fish commonly lay eggs in the thousands;
frogs produce eggs in the hundreds; birds usually lay
between 1 and 20 eggs; and mammals rarely have litters
of more than 10 offspring and often have only one or
two. Fecundity is usually inversely related to the
amount of parental care given to the young.

Mortality

Biologists are interested not only in why organisms die
but also why they die at a given age. Mortality—or its
converse, survival—can be looked at from several per-

2For asexual organisms that reproduce by fission or budding, all
individuals would be included in estimating natality rates. The same
would apply to bisexual (monoecious) plants.

spectives. Longevity focuses on the age of death of indi-
viduals in a population. Two types of longevity can be
recognized: potential longevity and realized longevity. Po-
tential longevity, the maximum life span attainable by an
individual of a particular species, is a limit set by the
physiology of the organism, such that it simply dies of
old age. Another way of describing potential longevity is
the average longevity of individuals living under opti-
mum conditions. But organisms in nature rarely live in
optimum conditions; most animals and plants die from
disease, or are eaten by predators, or succumb to any one
of a number of natural hazards. Realized longevity is the
actual life span of an organism. Realized longevity can
be averaged for all the individuals in a population living
under real environmental conditions, and this average
longevity can be measured in the field, whereas potential
longevity can be measured only in the laboratory or in a
700 or botanical garden.

Two examples will illustrate these distinctions. The
European robin has an average life expectation of one
year in the wild, whereas it can live at least 11 years in cap-
tivity (Lack 1954). In ancient Rome, the average life ex-
pectation at birth for human females was about 21 years,
and in England in the 1780s it was about 39 years (Pearl
1922). Realized longevity in humans has risen dramati-
cally during the twentieth century. In the United States in
2007, females at birth could expect to live 81 years on aver-
age. Potential longevity in humans is around 100 years.
Some individuals in Rome and preindustrial England did
live to be 80 or more, but very few. Low longevity in
human populations is due to high mortality in infants
and children. The simplest measurements of mortality
in plants and animals are done directly. Mortality rates
are estimated by marking a series of organisms and ob-
serving how many survive from time t to time ¢ + 1.

Immigration and Emigration

Dispersal—immigration and emigration—is seldom
measured in a population study. In most cases it is either
assumed that the two components are equal or else work
is done in an island type of habitat, where dispersal is pre-
sumably of reduced importance. Both assumptions are
highly questionable. The capacity to disperse is an essen-
tial part of the life cycle of most organisms; it is the ecolog-
ical process that produces gene flow between local
populations and thus helps to prevent inbreeding. Disper-
sal can set limits on geographic distributions, and it affects
community composition. Some populations sustain a net
emigration and thus export individuals; others are sus-
tained only by a net immigration. One example is small
songbirds in woodlots in the eastern United States. Small
woodlots are not productive for birds because of heavy
nest predation, and these populations can be sustained
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only by immigration (Tittler et al. 2006). Dispersal may be
a critical parameter in population changes.

Dispersal can be measured if individuals can be
marked in a population. The use of radio-telemetry has
revolutionized the study of animal movements, particu-
larly for larger organisms (Millspaugh and Marzluff
2001). The major technical problem in studying disper-
sal is the scale of the movements involved. Because ani-
mals move distances greater than the size of study areas,
information on “long distance” dispersal can be lost.
One of the major unsolved problems of conservation
biology is how to facilitate immigration and emigration
from populations in isolated parks or refuges in a frag-
mented landscape.

Demographic Techniques

One of the great strengths of population ecology is that it is
quantitative. If the survival rate of adult bald eagles de-
creased 2% per year, would their populations decline? If we
could increase the survival of juvenile salmon 0.5% in their
first year, how many more adults would reach maturity and
be available for fishermen? It is possible to answer these
questions precisely with some simple mathematics. Popu-
lation mathematics is not difficult, but it is sufficiently dif-
ferent to merit some of your attention if you wish to
achieve a more precise understanding of how and why
populations change. This chapter and the next provide a
quantitative background for population ecology.

Life Tables

Mortality is one of the four key parameters that drive pop-
ulation changes, as we saw in Figure 2. We need a tech-
nique to summarize how mortality is occurring in a
population. Is mortality high among juvenile organisms?
Do older organisms have a higher mortality rate than
younger organisms? We can answer these kinds of ques-
tions by constructing a life table, a convenient format for
describing the mortality schedule of a population. Life ta-
bles were developed by human demographers, particularly
those working for life insurance companies, which have a
vested interest in knowing how long people can be ex-
pected to live. There is a correspondingly immense litera-
ture on human life tables, but less data are available on
other animals or on plants.

Plant and animal populations may be composed
of several types of individuals, and in any given analy-
sis a demographer may group them together or may
keep them separate. A life insurance company offers to
males a policy different from the one they give to fe-
males for good demographic reasons, and thus it may
be useful for some purposes to classify individuals by
Sex Or age.

A life table is an age-specific summary of the mortality
rates operating on a cohort of individuals. A cohort may in-
clude the entire population, or it may include only males,
or only individuals born in a given year. An example of a
cohort life table for song sparrows is given in Table 3.

Table 3 Cohort life table for the song sparrow on Mandarte Island, British Columbia.2

Agein  Observed no. of birds Proportion surviving at start No. dying within age Rate of
years alive of age interval x interval x tox + 1 mortality
() () (L) (d.) (a:)

0 115 1.0 90 0.78

1 25 0.217 6 0.24

2 19 0.165 7 0.37

3 12 0.104 10 0.83

4 2 0.017 1 0.50

5 1 0.009 1 1.0

6 0 0.0 — —

a Males hatched in 1976 were followed from hatching until all had died six years later.

SOURCE: From Smith (1988).
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The columns of this life table are assigned the following
symbols, which are consistently used in ecology:

x = age
n, = number alive at age x

I, = proportion of organisms surviving from the
start of the life table to age x

d, = number of individuals dying during the age
interval x tox + 1

qd, = per capita rate of mortality during the age
interval x tox + 1

To set up a life table, we must decide on age inter-
vals in which to group the data. For humans or trees the
age interval may be five years; for deer, birds, or peren-
nial plants one year, and for annual plants or field mice
one month. By making the age interval shorter, we in-
crease the detail of the mortality picture shown by the
life table at the price of needing more data.

Note that if you are given any one of the columns of
the life table, you can calculate the rest. Put another way,
there is nothing “new” in each of the three columns I,, d,,
and ¢, they are just different ways of summarizing one
set of data. The columns are related as follows:

Myt = N — dx (3)

_d .

qc = n, ( )
1,

lx - ;0 (5)

For example, from Table 3,

d, 1y
ny=mn, —d = I, =—
3 2 2 9> , 4 o
7 2

=19—-7=12 =-—=037 =——=0.017
19 115

The rate of mortality g, is expressed as a rate for the
time interval between successive census stages of the life
table. For example, g, for the song sparrows in Table 3 is
0.78 for the interval between egg and one year, or per
year. Thus, 78% of the birds are lost in the nest or dur-
ing their first year of life.

The most frequently used part of the life table (see
Table 3) is the n, column, the number of survivors at age
x. This is often expressed from a starting cohort of 1000,
but some human demographers prefer a starting cohort
of 100,000. Other workers prefer to plot the [, column to
show the proportion surviving. The n, (or I,) data are

1000
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30 | |
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Figure 5 Survivorship curve for all males (red) and
females (blue) in the United States in 2003 for a starting
cohort of 1000 individuals. Life expectancy at birth was 75
years for males and 80 years for females. (Data from the U.S.
National Center for Health Statistics, 2006.)

plotted as a survivorship curve; Figure 5 presents the sur-
vivorship curves for the human population of the United
States in 2003. Note that the n, values are plotted on a
logarithmic scale. Population data should be plotted this
way when one is interested in per capita rates of change
rather than absolute numerical changes.

The life table was introduced to ecologists in 1921
by Raymond Pearl, one of the most important popula-
tion ecologists in the United States during the first four
decades of the twentieth century. Pearl (1928) described
three general types of survivorship curves (Figure 6).
Type 1 curves are characteristic of populations with low
per capita mortality for most of the life span and then
high losses of older organisms. The linear survivorship
curve (type 2) implies a constant per capita rate of mor-
tality independent of age. Type 3 curves indicate high
per capita mortality early in life, followed by a period of
much lower and relatively constant loss.

No population has a survivorship curve exactly like
these idealized ones, and real curves are composites of
the three types. In developed nations, for example, hu-
mans tend to have a type 1 survivorship curve (except for
the first few days of life). Many birds have a type 2 sur-
vivorship curve, and a large number of populations
would fall in the area intermediate between types 1 and
2. Often a period of high loss in the early juvenile stages
alters these ideal type 1 and 2 curves. Type 3 curves occur
in many fishes, marine invertebrates, and parasites.

Now that we have seen what a life table looks like,
how do we get the data to construct one? The answer is:
it depends, because there are two very different ways of
gathering data for life tables, and they produce two dif-
ferent types of life tables: the cohort life table (which

131



132

Population Parameters and Demographic Techniques

WORKING WITH THE DATA

Calculation of the Intrinsic Capacity &
for Increase from Lotka’s ; & kb, =1.070
Characteristic Equation

The intrinsic capacity for increase can be determined If the sum is 120 large (as it is here), then the estimate
more accurately by solving the characteristic equation, of r = 0.824 is too low. We repeat with r = 0.85, and
a formula derived by Lotka (1907, 1913): after several trials we find that for this hypothetical or-

. ganism, r = 0.881 provides
E e b, =1
0

This equation cannot be solved explicitly for r because
it cannot be rearranged to have r on one side and all
else on the other. By substituting trial values of r, we can
solve this equation iteratively, by trial-and-error. Our hy-
pothetical animal (see Figure 11) can be used as an ex-
ample. For our estimate of r = 0.824, we get

S e b, = 1.004
0

which is a close enough approximation. Carey (1995)
works out another example in detail. The intrinsic ca-
pacity for increase is an instantaneous rate and can be
converted to the more familiar finite rate by the for-

mula
X bex 6_0'824)( 8_0‘824xlxbx
0 0.0 1.00 0.000 Finite rate of increase = A = e’ (6)
1 2.0 0.44 0.880 . Lo
5 10 0.19 0.190 For example, if r = 0.881, then A = 2.413 per individ-
‘ : ‘ ual per year in our hypothetical organism. Thus for
3 0.0 0.08 0.000 every individual present this year, 2.413 individuals will
4 0.0 0.04 0.000 be present next year.
1000 1.0
g 08 L Type 1
~ 100 s
£ = Type 3
g S 06
g0 g Type 2
3 804l ype
@ g
2 £
S 02
o
0.1 OO T T [ |
0 2 4 6 8 10

Age

Figure 6 Types of survivorship curves. (a) Hypothetical survivorship curves (n,).

(b) Mortality rate (d,) curves corresponding to these hypothetical survivorship curves.
Type 2 (red) curves show constant survival rate with respect to age. Type 1 (blue) curves
show increasing mortality late in life, and Type 3 (green) curves show the highest mortality
early in life. (After Pearl 1928.)
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we have already seen in Table 3) and the static life table.
These two life tables are different in form, except under
unusual circumstances, and are always quite different in
meaning (Caughley 1977).

The static life table (also called a stationary, time-
specific, current, or vertical life table) is calculated on the
basis of a cross section of a population at a specific time.
Table 4 is a static life table composed from the census
data and mortality data for human females in Canada in
2006. A cross section of the female population in 2006
provides the number of deaths (d,) in each age group
and the number of individuals in that age group. This al-
lows us to estimate a set of mortality rates (q,) for each
age group, and the ¢, values can be used to calculate a
complete life table in the way outlined previously, if we
assume that the population is stationary.

I Table 4 Static life table for the human

a
female population of Canada,

2006.
Deaths  Mortality rate
Age group No. in each in each per 1000 persons

(yr) age group age group (1000 ¢,)
0-4 829,300 911 1.10
5-9 899,500 70 0.08
10-14 1,016,500 136 0.13
15-19 1055500 317 0.30
20-24 1,100,200 370 0.34
25-29 1,101,200 377 0.34
30-34 1,101,100 511 0.46
35-39 1,168,400 853 0.73
40-44 1,341,700 1481 1.10
45-49 1,336,900 2364 1.77
50-54 1,193,800 3338 2.80
55-59 1,054,000 4775 4.53
60-64 805,500 5729 7.11
65-69 636,800 7253 11.39
70-74 554,300 10,210 18.42
75-79 490,800 15,221 31.01
80-84 389,200 21,236 54.56
85-90 227,900 22,256 97.66
90 and above 125,300 38,742 309.19

SOURCE: Statistics Canada (2007).

The cohort life table (also called a generation or
horizontal life table) is calculated on the basis of a co-
hort of organisms followed throughout life. For exam-
ple, we could, in principle, get all the birth records from
New York City for 1931 and trace the history of all these
people throughout their lives, following those that
move out of town—a very tedious task. We could then
tabulate the number surviving at each age interval. Very
few data like these are available for human popula-
tions.3 This procedure would give us the survivorship
curve directly, and we could calculate the other life-
table functions, as previously described.

These two types of life table will be identical if and
only if the environment does not change from year to
year and the population is at equilibrium. But normally
birth rates and death rates do vary from year to year,
and consequently large differences exist between the
two forms of life table. These differences can be illus-
trated most easily for human populations. For example,
a static life table for humans born in 1900 in the United
States would show what the survivorship curve would
have been if the population had continued surviving at
the rates observed in 1900. But of course the human
population did not retain these same 1900 rates. The
continual improvement in medicine and sanitation in
the past 100 years has increased survival rates and life
expectancy by more than 15 years, and the people born
in 1900 had a cohort or generation survivorship curve
unlike that of any of the years through which they lived.
Static life tables assume static (stationary) populations.

Insurance companies would like to have data from
cohort life tables covering the future, but these data are
obviously impossible to get. Insurers are definitely not
interested in cohort life tables covering the past—the
life table for the 1900 cohort would be of little use for
predicting mortality patterns today. So insurers use
static life tables and correct them at each census. These
predictions will never be completely accurate but will
be close enough for their purposes.

Life tables from nonhuman populations are more
difficult to come by. In general, ecologists use three
types of data to construct life tables:

e Survivorship directly observed. The information on
survival (1) of a large cohort born at the same
time, followed at close intervals throughout its
existence, is the best to have, since it generates a

3For human populations, unlike those of other animals and plants, it
is possible to construct cohort life tables indirectly from mortality
rate (¢,) data. To construct a cohort life table for the 1931 New York
City cohort, we can obtain the mortality statistics for the 0- to 1-year-
olds for 1931, the 1- to 5-year-olds for 1932-1935, the 6- to 10-year-
olds for 1936-1940, and so on, and use these g, rates to estimate the
life-table functions.
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cohort life table directly and does not involve the
assumption that the population is stable over time.
A good example of data of this type is that of
Connell (1961a) on the barnacle Chthamalus
stellatus in Scotland. This barnacle settles on rocks
during the autumn. Connell did several
experiments in which he removed a competing
barnacle, Semibalanus balanoides, from some rocks
but not from others, and then about once a month
counted the Chthamalus surviving on these defined
areas (Figure 7). Barnacles that disappeared had
certainly died; they could not emigrate.

e Age at death observed. Data on age at death may be
used to estimate the life-table functions for a static
life table. In such cases we must assume that the
population size is constant over time and that the
birth and death rates of each age group remain
constant. A good example of this type of data
comes from the work of Bronikowski et al. (2002)
on the baboons of Amboseli National Park in
Kenya, East Africa. In this park primate researchers
were able to follow female groups from 1971 to
1999 and identify individual females, so that age at
death could be directly observed. The Amboseli
baboons live in a semiarid environment and are
subjected to considerable predation, so that
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Figure 7 Survivorship curves of the barnacle
Chthamalus stellatus, which had settled naturally on the
shore at Millport, Scotland, in the autumn of 1953. The
survival of Chthamalus growing without contact with
Semibalanus is compared with survival in an area with both
species. Semibalanus crowds out Chthamalus when the two
species are side by side. (Data from Connell 1961a and
personal communication.)

mortality accelerates rapidly after age 5, as shown
in Figure 8.

e Age structure directly observed. Ecological
information on age structure, particularly of trees,
birds, and fishes, is considerable and in some cases
can be used to construct a static life table. In these
cases, we can often determine how many
individuals of each age are living in the
population. For example, if we fish a lake, we can
get a sample of fish and determine the age of each
from annular rings on the scales. (The same type of
data can be obtained from tree rings.) The
difficulty is that to produce a life table from such
data, we must assume a constant age distribution,
something that is rare for many populations.
Consequently, data of this type are not always
suitable for constructing a life table.

Attempts to gather life-table data on organisms
other than humans and to establish a general theory of
senescence have suggested that, except for early ages
when mortality is high, mortality rates (g,) increase in-
exorably with age, so that for all organisms the mortality
curve is roughly U-shaped, as illustrated in Figure 8. Hu-
mans and primates fit this pattern of mortality increas-
ing with age (Bronikowski et al. 2002). The mortality
rate doubling time for baboons was estimated at
3.5-4.8 years, compared with the current human esti-
mate of 8 years for U.S. females. Humans have an ex-
tended life span beyond the reproductive years, and
this is probably an evolutionary adaptation because
post-reproductive women can make a contribution to
the fitness of their children and grandchildren (Reznick
et al. 20006).
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Figure 8 Mortality rate per year for each one-year age
interval for 274 female baboons (Papio hamadryas) of
Amboseli National Park, Kenya. Age at death was
determined by direct observation of marked animals. (Data
from Bronikowski et al. 2002.)
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Intrinsic Capacity for Increase
in Numbers

A life table summarizes the mortality schedule of a popu-
lation, and we have just seen several examples. We must
now consider the reproductive rate of a population and
techniques by which we can combine reproduction and
mortality estimates to determine net population changes.
Students of human populations were the first to appreciate
and solve these problems. One way of combining repro-
duction and mortality data for populations utilizes a de-
mographic parameter called the intrinsic capacity for
increase derived by Alfred Lotka in 1925.

Any population in a particular environment will
have a mean longevity or survival rate, a mean natality
rate, and a mean growth rate or speed of development of
individuals. The values of these means are determined
in part by the environment and in part by the innate
qualities of the organisms themselves. These qualities of
an organism cannot be measured simply because they
are not a constant, but by measuring their expression
under specified conditions we can define for each popu-
lation its intrinsic capacity for increase (also called the
Malthusian parameter), a statistical population charac-
teristic that depends on environmental conditions.

Environments in nature vary continually. They are
never consistently favorable or consistently unfavorable
but fluctuate between these two extremes, for example,
from winter to summer. When conditions are favorable,
numbers increase; when conditions are unfavorable,
numbers decrease. It is clear that no population goes on
increasing forever. Darwin (1859, Chapter 3) recognized
the contrast between a high potential rate of increase
and an observed approximate balance in nature. He il-
lustrated this problem by asking why there were not
more elephants, given his estimate that two elephants
could give rise to 19 million elephants in 750 years.

Therefore, in nature we observe an actual rate of
population change that is continually varying from pos-
itive to negative in response to changes within the pop-
ulation in age distribution, social structure, and genetic
composition, and in response to changes in environ-
mental factors. We can, however, ask what would hap-
pen to a population if it persisted in its current
configuration of births and deaths. This abstraction is
the ecologist’s version of the perfect vacuum of intro-
ductory physics: we ask what would happen in terms of
population increase if conditions remained unchanged
for a long time in a particular environment.

An organism'’s innate or intrinsic capacity for in-
crease depends on its fertility, longevity, and speed of de-
velopment. For any population, these processes are
integrated and measured by the natality rate and the
death rate. When the natality rate exceeds the death rate,

the population will increase. If we wish to estimate quan-
titatively the rate at which the population increases or
decreases, we need to describe how both the natality rate
and the death rate vary with age.

How can we express the variations of natality and
mortality rates with age? We have just discussed the
method of expressing survival rates as a function of age.
The life table includes a table of age-specific survival
rates. The portion of the life table needed to compute
the capacity for increase is the I, column, the propor-
tion of the population surviving to age x. Similarly, the
natality rate of a population is best described by an age
schedule of births, seed production, egg production, or
fission. This is a table that gives (for sexual species) the
number of female offspring produced per female aged x
tox + 1 and is called a fertility schedule, or b, function.
Usually only females are counted, and the demogra-
pher typically views populations as females giving rise
to more females. Table 5 gives the survivorship table,
the I, schedule with which we are familiar, and the fer-
tility schedule for women in the United States in 2007.
In this case, the great majority of women live through
the childbearing ages. The fertility schedule gives the ex-
pected number of female offspring for each woman liv-
ing through the five years of each age group. For
example, slightly fewer than three women in 10 be-
tween the ages of 25 and 29 will, on average, have a fe-
male baby.

Given these data, we can obtain a useful statistic,
the net reproductive rate (R,). If a cohort of females
lives its entire reproductive life at the survival and fertil-
ity rates given in Table 5, what will this cohort or gener-
ation leave as its female offspring? We define the net
reproductive rate as follows:

Number of
daughters produced
Net - produces
reproductive = R, = —-8oeratio )
’ rate ’ Number of

daughters produced
in generation ¢

R, is thus the multiplication rate per generation* and
is obtained by multiplying together the I, and b, sched-
ules and summing over all age groups, as shown in
Table 5:

RO = 2 lxbx (8)

0
Thus, we temper the natality rate by the fraction of
expected survivors to each age. If survival were 100%, R,
would just be the sum of the b, column. In this example

4A generation is defined as the mean period elapsing between the birth
of parents and the birth of offspring; see Figure 12.
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T—

able 5 Survivorship schedule (I,) and fertility schedule (b,) for women

in the United States, 2007.

Midpoint or pivotal Proportion surviving No. female offspring per female Product of
Age group age x to pivotal age I, aged x per 5-year period (b,) I.and b,
0-9 5.0 0.9945 0 0.0000
10-14 12.5 0.9939 0.0020 0.0020
15-19 17.5 0.9929 0.1432 0.1422
20-24 22.5 0.9913 0.2855 0.2830
25-29 27.5 0.9896 0.2863 0.2833
30-34 32.5 0.9878 0.2160 0.2134
35-39 37.5 0.9851 0.0918 0.0904
40-44 42.5 0.9809 0.0175 0.0172
45-49 47.5 0.9743 0.0075 0.0073
50 4+ — — 0.0 0.00
R, = i b, = 1.0388
0
SOURCE: Statistical Abstract of the United States 2007.
(see Table 5), if the human population of the United 0.30

States continued at these 2007 rates, it would multiply
1.039 times in each generation. If the net reproductive
rate is 1.0, the population is replacing itself exactly;
when the net reproductive rate is below 1.0, the popula-
tion is not replacing itself; and if the rates in the example
continue for a long time, the population will increase
about 3.9% each generation in the absence of immigra-
tion or emigration. The net reproductive rate is illustrated
in Figure 9.

Given these two schedules expressing the age-
specific rates of survival and fertility, we may inquire at
what rate a population subject to these rates would in-
crease, assuming (1) that these rates remain constant and
(2) that no limit is placed on population growth. Be-
cause these survival and fertility rates vary with age, the
actual natality and mortality rates of the population will
depend on the existing age distribution. If the whole
population were over 50 years of age, it would not in-
crease. Similarly, if all females were between 20 and 25,
the rate of increase would be much higher than if they
were all between 35 and 39. Before we can calculate the
population’s rate of increase, it would seem that we must
specify (1) age-specific survival rates (I,), (2) age-specific
natality rates (b,), and (3) age distribution.

This intuitive conclusion is not correct. Contrary to
intuition, we do not need to know the age structure of
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Figure 9 Expected number of female offspring per five-
year period for each female in the United States in
2007. Data are from the final column in Table 5. The area
under the histogram is the net reproductive rate R,. (Data
from the Statistical Abstract of the United States 2007.)

the population. Lotka (1922) showed that a population
that is subject to a constant schedule of natality and
mortality rates will gradually approach a fixed or stable
age distribution, whatever the initial age distribution
may have been, and will then maintain this age distri-
bution indefinitely. This theorem is one of the most im-
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portant discoveries in mathematical demography.
When the population has reached this stable age distri-
bution, it will increase in numbers according to the dif-
ferential equation
dN
— =1N 9
it )

or, as rewritten in integral form:
N, = Nye" (10)

where N, = number of individuals at time 0

N, = number of individuals at time ¢
e = 2.71828 (a constant)
r = intrinsic capacity for increase for the
particular environmental conditions
t = time

This equation describes the curve of geometric increase
in an expanding population (or geometric decrease to
zero if r is negative).

A simple example illustrates this equation. Let
the starting population (N,) be 100 and let r = 0.5
per female per year. The successive populations
would be:

Year Population size
0 100
1 (100)(e%5) = 165
2 (100)(e!0) = 272
3 (100)(e15) = 448
4 (100)(e20) = 739
5

(100)(e25) = 1218

This hypothetical population growth is plotted in
Figure 10. Note that on a logarithmic scale the increase
is linear, but on an arithmetic scale the curve swings up-
ward at an accelerating rate.

To summarize to this point: (1) Any population
subject to a fixed age schedule of natality and mortality
will increase in a geometric way, and (2) this geometric
increase will dictate a fixed and unchanging age distri-
bution called the stable age distribution.

Let us invent a simple hypothetical organism to il-
lustrate these points. Suppose that we have a partheno-
genetic animal that lives three years and then dies. It
produces two young at exactly one year of age, one
young at exactly two years of age, and no young at
year 3. The life table and fertility table for this hypothet-
ical animal are thus extremely simple:

x b, Lb (x)() (1)
0o 1 0 0 0
11 2 2 2
2 1 1 1 2
31 0 0 0
4 0 - - -
4
Ry= D Lb, =3

If a population of this organism starts with one individ-
ual at age 0, the population growth will be as shown in
Figure 11, or, in tabular form, as follows:

Number at ages

Total % Age 0
population in total
Year O 1 2 3 size population
0 1 0 0o 0 1 100.0
1 2 1 0o 0 3 66.7
2 5 2 1 0 8 62.50
3 12 5 2 1 20 60.00
4 29 12 5 2 48 60.42
5 7200 29 12 5 116 60.34
6 169 70 29 12 280 60.36
7 408 169 70 29 676 60.36
8 985 408 169 70 1632 60.36
6000 ° 6000
© L s o 5000 |-
N o N
(7 @ 4000 -
c o (=
g 10001 o 2 3000
5 8
3 i s 3 2000 |-
8 . 8
o 1000
100 | | | | | | |
0 2 4 6 8 0 2 4 6 8
Time Time

(a) Logarithmic scale
Figure 10 Geometric growth of a hypothetical
population when Ny = 100 and r = 0.5, according to
Equation (10). (a) On a logarithmic scale, geometric
population growth appears as a straight line. (b) On an
arithmetic scale, geometric population growth is a curve
that rises more rapidly with time.

(b) Arithmetic scale
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Figure 11 Population growth of a simple hypothetical
organism that is parthenogenetic. Start at the top of the
diagram with one green individual (each box represents one
individual). At time 1 this individual gives birth to two young
(yellow, red), so that there are now three individuals at time 1.
At time 2 the two young individuals (red and yellow) give birth
to two young each and the old green individual gives birth to
one young, so at time 2 there are now eight individuals. The
green individual then dies and the others reproduce, so that
at time 3 there are 19 individuals. Solid lines indicate
reproduction and dashed lines indicate the aging of
individuals from one time to the next. Three of the individuals
are color-coded to show their presence through time.

Note that the age distribution quickly becomes fixed or
stable with about 60% at age 0, 25% at age 1, 10% at age
2, and 4% at age 3. This demonstrates Lotka's (1922)
conclusion that a population growing geometrically de-
velops a stable age distribution.

We may also use our hypothetical animal to illus-
trate how the intrinsic capacity for increase r can be cal-
culated from biological data. The data of the I, and b,
tables are sufficient to allow the calculation of 7, the in-
trinsic capacity for increase in numbers. To do this, we
first need to calculate the net reproductive rate (R,), ex-
plained earlier. For our hypothetical animal, R, = 3.0,
which means that the population can triple its size each
generation. But how long is a generation? The mean
length of a generation (G) is the mean period elaps-
ing between the production or “birth” of parents and
the production or “birth” of offspring. This is only an
approximate definition, because offspring are produced
over a period of time and not all at once. The mean
length of a generation is defined approximately as fol-
lows (Dublin and Lotka 1925):

_ Dkbx Xlbx
- Elxbx N RO

For our model organism, G = 4.0/3.0 = 1.33 years.
Figure 12 uses the metaphor of a balance to illustrate
the approximate meaning of generation time for a
human population. Leslie (1966) has discussed some
of the difficulties of applying the concept of generation
time to a continuously breeding population with over-
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Figure 12 A mechanical balance to illustrate the idea of
the mean length of one generation. Histogram of
daughters from a cohort of 100,000 mothers starting life
together (right side) is balanced by sum of total daughters
(116,760) at exactly 28.46 years from the fulcrum. The mean
length of a generation (G,) is thus 28.46 years for these
data. (Data from the U.S. population of 1920, Ry = 1.168.)

Age (years)

lapping generations. For organisms such as annual
plants and many insects with a fixed length of life cycle,
the mean length of a generation is simple to measure
and to understand.

Knowing the multiplication rate per generation
(Ry) and the length of a generation (G), we can now de-
termine r directly as an instantaneous rate:

loge(RO)
== 12
= (12)
For our hypothetical organism,
log,(3.0) o
= a3 0.824 per individual per year

Because the generation time G is an approximate esti-
mate,> this value of r is only an approximate estimate
when generations overlap.

The capacity for increase is an instantaneous rate
and can be converted to the more familiar finite rate® by
the formula

Finite rate of increase = A = ¢"

(13)

The essay “Demographic Projections and Predic-
tions” gives some examples of the utility and the diffi-
culties of calculating the intrinsic capacity for increase
of real world situations.

5Generation time has also been defined by Caughley (1977) as:
> (hbxe™)
S be™

This will not give exactly the same value for generation time as
defined in Equation (11); see Gregory (1997).

M
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Demographic Projections and Predictions

H ow much will the whooping crane population grow in
the next two years? What will the AIDS epidemic do to
the population of Africa between now and 2050? To answer
questions such as these, we can use the demographic
methods outlined in this chapter, but in doing so it is crucial
that we make one subtle but important distinction: these
methods can provide projections—that something will
happen if conditions a and b are met—but not predictions
that something will happen, period. (Scientists cannot pre-
dict the future; if you want a prediction, consult an as-
trologer or a Ouija board.) A demographic projection is a
statement of what will happen to a population if certain as-
sumptions are met, and demographic projections are cor-
rect only under very specific assumptions. A demographer
can project population changes into the future, for exam-
ple, on the assumption that the age-specific birth and

death rates will remain constant. But in the real world the
simple assumption that things will remain as they are now is
rarely a correct one. Thus projections on the effects of AIDS
on a population are most difficult because they require
some uncertain assumptions about future death rates.
Moreover, unpredictable changes such as catastrophic en-
vironmental events are especially damaging to demo-
graphic projections. No demographer can foresee the
mortality to one flock of 18 whooping cranes caught in an
episode of severe weather in Florida in February 2007.

In spite of the fact that they cannot predict the future,
it is still useful for conservationists and resource managers
to make projections of what will happen if specific assump-
tions are fulfilled. Such projections can limit our optimism
and pessimism alike.

It should now be clear why the intrinsic capacity for in-
crease in numbers cannot be expressed quantitatively ex-
cept for a particular environment. Any component of the
environment, such as temperature, humidity, or rainfall,
might affect the natality and mortality rates and hence r.

Charles Birch, working at the University of Sydney,
did some of the classic early research applying these quan-
titative demographic techniques to insects. One illustra-
tion of the effect of the environment on the capacity for
increase was developed by Birch (1953a) in his work on
Calandra oryzae, a beetle pest that lives in stored grain. The
capacity for increase in this species varied with the tem-
perature and with the moisture content of the wheat, as
shown in Figure 13. The practical implications of these
results are that wheat should be stored where it is cool
and dry to prevent losses from C. oryzae.

In general, the intrinsic capacity for increase is not
correlated with the abundance of species: species with a
high r are not always common, and species with a low r
are not always rare. Some species, such as the bison in
North America, the elephant in central Africa, and the
periodical cicadas, are (or were) quite common and yet
have a low r value. Many parasites and other inverte-
brates with a high capacity for increase are nevertheless
quite rare. Darwin (1859) pointed this out in The Origin
of Species. From a conservation viewpoint species with a
high r can recover more quickly from disturbances, and
these calculations will permit us to calculate exactly
how fast they might recover.

We can calculate how certain changes in the life his-
tory of a species would affect its capacity for increase in
numbers. In general, three factors will increase : (1) reduc-
tion in age at first reproduction, (2) increase in number of
progeny in each reproductive event, and (3) increase in
number of reproductive events (increased longevity). In
many cases when r is large, the most profound effects are
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Figure 13 Intrinsic capacity for increase (r) of the grain
beetle Calandra oryzae living in wheat of different
moisture contents and at different temperatures. The
higher the moisture content of the wheat, the more rapidly
these beetles can increase in numbers. (After Birch 1953a.)
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achieved by changing the age at first reproduction. For ex-
ample, Birch (1948) calculated for the grain beetle C.
oryzae the number of eggs needed to obtain r = 0.76 ac-
cording to the age at first reproduction:

Age at which breeding Total no. eggs that must be
begins (weeks) laid to produce r = 0.76

1 15
32
67

2
3
4 141 (actual life history)
5 297
6

564

The earlier the peak in reproductive output, the
larger the r value, as a rule. Lewontin (1965) provides
an excellent example to illustrate this in Drosophila ser-
rata (Figure 14). The Rabaul race of this fruit fly sur-
vives poorly and lays fewer eggs than the Brisbane race,
but because it begins to reproduce at an earlier age (11.7
days compared with 16.0 days) and has a shorter gener-
ation length, its capacity for increase is equal to that of
the longer-living, more fertile Brisbane race.

To conclude: The concept of an intrinsic capacity
for increase in numbers is an oversimplification of na-
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Figure 14 Observed I, b, functions for two races of
Drosophila serrata. Both I, b, functions give the same value
of the innate capacity for increase (r) because of the
overriding importance of earlier reproduction and shorter
generation length of the Rabaul race. Brisbane females lay
an average of 546 eggs at 20°C, while Rabaul females lay
only 151 eggs during their life span. (After Lewontin 1965.)

ture. In nature, we do not find populations with stable
age distributions or with constant age-specific mortality
and fertility rates. The actual rate of increase we observe
in natural populations varies in more complex ways
than the theoretical constant r. The importance of r lies
mostly in its use as a model for comparison with the ac-
tual rates of increase we see in nature. The actual rate of
increase along with its components in the life table and
fertility table can be used in the diagnosis of environ-
mental quality because they are sensitive to environ-
mental conditions.

Reproductive Value

We can use life tables and fertility tables to determine
the contribution to the future population that an indi-
vidual female will make. We call this the reproductive
value of a female aged x (Williams 1966), and this is
most easily expressed for a population that is stable in
size as follows:

< libe

Reproductive value at age x = V, = > n

X

(14)
t=x

where t and x are age and w is the age of last reproduc-
tion. Note that as defined here, reproductive value at
age 0 is the same as net reproductive rate (R,) as de-
fined earlier in this chapter.

Reproductive value can be partitioned into two
components (Pianka and Parker 1975):

Reproductive value at age x = present progeny +
expected future progeny

(15)

We call the second term residual reproductive value,
because it measures the number of progeny on aver-
age that will be produced in the rest of an individual’s
life span.

Reproductive value is more difficult to define if the
population is not stable (Roff 1992; Fox et al. 2001). In
this case we must discount future reproduction if popu-
lation growth is occurring because the value of one
progeny is less in a larger population. Figure 15 illus-
trates the change of reproductive value with age in a red
deer population in Scotland. Red deer stags defend
harems, and their effective breeding span is three to five
years between the ages of six and 11 years. By contrast,
red deer hinds start to produce calves at age 3 and breed
until they are 15 years old or older. These differences in
reproductive biology explain the shapes of the repro-
ductive value curves in Figure 15.

Reproductive value is important in the evolution of
life-history traits. Natural selection acts more strongly
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Figure 15 Reproductive value for red deer stags
(males) of different ages, compared with that of hinds
(females) on the island of Rhum, Scotland. Reproductive
value is calculated in terms of the number of female
offspring surviving to one year of age that parents of
different ages can expect to produce in the future. (From
Clutton-Brock et al. 1982.)

on age classes with high reproductive values and very
weakly on age classes with low reproductive values.
Predators will have a greater effect on a population if
they prefer individuals of high reproductive value.

Age Distributions

We have already discussed the idea of age distribution
in connection with the intrinsic capacity for increase.
We noted that a population growing geometrically with
constant age-specific mortality and fertility rates would
assume and maintain a stable age distribution. The sta-
ble age distribution can be calculated for any set of life
tables and fertility tables. The stable age distribution is
defined as follows:

C, = proportion of organisms in the age
category x to x + 1 in a population
increasing geometrically

Mertz (1970) has shown that:
AL

AT
i=0

where A = ¢" = finite rate of increase
I, = survivorship function from life table
x, i = subscripts indicating age

C, (16)

Let us go through these calculations with our hypo-
thetical organism from Figure 11:

N =¢ = 0881 = 2 413

Age (x) L, AT AL
0 1.0 1.0000 1.00001
1 1.0 0.4144 0.4144
2 1.0 0.1717 0.1717
3 1.0 0.0711 0.0711
4 0.0 0.0295 0.0000

4
> A7, = 1.6572
x=0

Thus to calculate C,, the proportion of organisms
in the age category O to 1 in the stable age distribution,
we have

A%, (1.0)(1.0)
s 1.6572
S i, 657
i=0

For C,, we have

AT _ (0.4144)(1.0) _

C. =

= 0.6035

C=— 16572 0.250
AT ’
i=o
In a similar way,
C, = 0.104
C; = 0.043

Compare these calculated values with those ob-
tained empirically earlier. Carey (1993) illustrates an-
other method of calculating the stable age distribution
for a set of [, and b, schedules.

Populations that have reached a constant size, in
which the fertility rate equals the mortality rate, will
also assume a fixed age distribution, called a stationary
age distribution (or life-table age distribution) and will
maintain this distribution. The stationary age distribu-
tion is a hypothetical one and illustrates what the age
composition of the population would be at a particular
set of mortality rates (q,) if the fertility rate were exactly
equal to the mortality rate. Figure 16 contrasts the sta-
ble and stationary age distributions for the short-tailed
vole in a laboratory colony.

A constant age structure in a population is attained
only if the I, and b, distributions are fixed and unchang-
ing. This typically occurs in only two situations: (1) When
the age-specific fertility and mortality rates are fixed and
unchanging and the population grows exponentially, the
population assumes a constant age structure called the
stable age distribution; and (2) when the fertility rate
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Figure 16 Age Distributions. (a) Stable age distribution
and (b) stationary age distribution for the vole Microtus
agrestis in the laboratory. The stable age distribution should
be observed when populations are growing rapidly, and the
stationary age distribution when populations are constant in
size. (After Leslie and Ranson 1940.)

exactly equals the mortality rate and the population does
not change in size over time, the population assumes a
constant age structure called the stationary age distribu-
tion, which has the same form as the I, distribution.
Under any other circumstances, the population’s age
structure is not a constant but changes over time. In natu-
ral populations, the age structure is thus almost con-
stantly changing. We rarely find a natural population that
has a stable age structure because populations do not in-
crease for long in an unlimited fashion. Nor do we often
find a stationary age distribution because populations are
rarely in a stationary phase for long. We illustrate these re-
lationships in Figure 17.

With proper care, information on age composition
can be used to judge the status of a population. Increas-
ing populations typically have a predominance of
young organisms, whereas constant or declining popu-
lations do not (see Figure 16). The same principles
apply to human populations. In 2006 the Sudan'’s pop-
ulation was growing at 2.6% per year and had 44% of
its population less than 15 years old, and 2% over 65
years of age. The comparable figures for Canada (grow-
ing at 0.3% per year) were 18% less than 15 years, and

Natality rates

Rate of increase
or decrease of
the population

Environmental
factors

Age
composition

Mortality rates

Figure 17 Relationships between natality, mortality, and
age composition of populations. When either or both of
these rates change, the age composition must also change.

13% over 65 years. The age structure of human popula-
tions has been analyzed in detail because of its eco-
nomic and sociological implications (Weeks 1996). A
country with a high fertility rate and a large proportion
of children (such as the Sudan) has a much greater de-
mand for schools and other child services than do
countries such as Canada and the United States, with a
lower proportion of people under age 15.

In populations of plants and animals, even more
variation in age composition is apparent. In long-lived
species such as trees and fishes, one may find dominant
year-classes. Figure 18 illustrates this for Engelmann
spruce and subalpine fir trees of the Rocky Mountains,
in which some year-classes may be 100 times as numer-
ous as others. In these situations, the age composition
can change greatly from one year to the next. Eberhardt
(1988) discusses the use of age composition informa-
tion in the management of wildlife populations, and
Walters and Martell (2004) discuss this problem in ex-
ploited fish populations.

Evolution of
Demographic Traits

We can use the demographic techniques just described
to investigate one of the most interesting questions of
evolutionary ecology: Why do organisms evolve one
type of life cycle rather than another? Only certain
kinds of I, and b, schedules are permissible if a popula-
tion is to avoid extinction. How does evolution act,
within the framework of permissible demographic
schedules, to determine the life cycle of a population?
Pacific salmon grow to adult size in the ocean and
return to fresh water to spawn once and die. We may
call this big-bang reproduction.” Oak trees may

‘Big-bang reproduction = semelparity, and repeated reproduction =
iteroparity, for those who prefer the more classical terms derived
from Greek roots.
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Figure 18 Age structure. (a) Engelmann spruce and (b) subalpine fir in a forest stand at 3150
m elevation in northern Colorado. Neither of these tree species has an age distribution like
those shown in Figure 16 for stable or stationary age distributions. (Data from Aplet et al.

1988.)

become mature after 10 or 20 years and drop thousands
of acorns for 200 years or more. We call this repeated
reproduction. How have these life cycles evolved? What
advantage might be gained by salmon that breed more
than once, or by oak trees that drop only one set of
seeds and then die?

The population consequences of life cycles were
first explored by Cole (1954), who asked a simple ques-
tion: What effect does repeated reproduction have on
the intrinsic capacity for increase (r)? Assume that we
have an annual species that produces offspring at the
end of the year and then dies, has a simple survivorship
of 0.5 per year, and has a fertility rate of 20 offspring.
The life table for this species is as follows:

Proportion Fertility Product
Age(x)  surviving (1) (b) (1.b,)
0 1.0 0 0
1 0.5 20 10
2 0.0 - 0
R, = 10.0

The net reproductive rate (R,) is 10.0, which means
that the species could increase 10-fold in one genera-
tion (= 1 year). We can determine r from the character-
istic equation of Lotka:

r = (log.Ry)/G (17)

where R, is the net reproductive rate defined in Equation
(7) and G is generation time in Equation (11). From
this equation we determine that r = 2.303 per year for
the annual species with big-bang reproduction. What ad-

vantage could this species gain by continuing to live and
reproduce at years 2, 3, ... %. Let us assume the most fa-
vorable condition, no mortality after age 1 and survival
to age 100. The life table now becomes the following:

Proportion Fertility Product

Age (x)  surviving (I,) () (I, b,)
0 1.0 0.0 0.0

1 0.5 20 10.0

2 0.5 20 10.0

3 0.5 20 10.0

4 0.5 20 10.0

5 0.5 20 10.0

99 0.5 20.0 10.0
100 0.0 0.0 0.0

Ry = > Lb, = 990.0

In the manner outlined above, we determine that
r = 2.398 for the perennial species with repeated repro-
duction. If we adopt repeated reproduction in our hy-
pothetical organism, we raise the intrinsic capacity for
increase only about 4%:
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Now let us work backward. What fertility rate at year 1
would equal the r of the perennial (2.398)? We can
solve this problem algebraically (Cole 1954) or by trial
and error. Suppose we increase the birth rate by one in-
dividual. The annual life table is now:

Age Proportion Fertility Product
(x) surviving (1,) (by) (1. b,)
0 1.0 0.0 0.0
1 0.5 21.0 10.5
2 0.0 - 0
R, = 10.5

This is almost the gain achieved by repeated repro-
duction. If we increase the fertility rate by two individu-
als, we get 1 = 2.398 per year, equal to the r for the
perennial. This is obviously an ideal case, because we as-
sume no mortality after age 1 in the perennial form. Cole
(1954) generalized this ideal case to a surprising conclu-
sion: for an annual species, the maximum gain in the in-
trinsic capacity for increase (r) that could be achieved by
changing to the perennial reproductive habit would be
equivalent to adding one individual to the effective litter
size (L,b, for age 1). Cole assumed for his ideal case per-
fect survival to reproductive age (Charnov and Schaffer
1973). In our hypothetical example we assumed that half
of the organisms die before reaching reproductive age.

This simple model for the evolution of big-bang re-
production is unrealistic because it is a “cost-free”
model: present reproduction is assumed to have no ef-
fect on future reproduction or future survival (Roff
1992). Let us assume that an organism can “decide”
how much of its resources it will devote to reproduction.
If it uses all its resources to reproduce, it will die and
thus be a big-bang reproducer. Big-bang reproduction
will be favored if the greater benefits of reproduction
come only at high levels of reproductive effort; con-
versely, if good reproductive success can be achieved at
low levels of effort, organisms will be selected to be re-
peat reproducers. A trade-off between reproductive effort
and reproductive success is implied in the reproductive
effort model. The key demographic effect of big-bang re-
production is higher reproductive rates. Plants that re-
produce only once typically produce 2 to 5 times as
many seeds as closely related species that reproduce re-
peatedly (Young 1990). Repeated reproduction can also
be favored when adult survival rates are high and juve-
nile survival is highly variable. The critical division be-
tween big-bang reproduction and repeated reproduction
is set by the survival rate of the juvenile stages. If survival
of juveniles is very poor or unpredictable, selection will
usually favor repeated reproduction (Roff 1992). Let us
look at one example to illustrate this theory.

Two species of giant rosette plants occur abun-
dantly above treeline on Mount Kenya in Africa. Lobelia
telekii is a big-bang reproducer that lives on relatively
dry, less productive slopes, whereas Lobelia deckenii
keniensis is a repeated reproducer that lives in moist,
more productive sites (Young 1990). Rosettes grow slowly
from germination to reproductive size over 40-60 years
for both species. In Lobelia telekii the resources of the en-
tire plant go into reproduction, and the inflorescence
may exceed 3 m in height and contain on average
500,000 seeds. After reproduction the entire plant dies.
In Lobelia deckenii keniensis only a portion of the plant’s
resources goes into reproduction, and the inflorescence
rarely exceeds 1 m tall and contains on average about
200,000 seeds (Figure 19). Big-bang reproduction in

Lobelia telekii

Lobelia deckenii

Figure 19 Two species of Lobelia from Mount Kenya.
Lobelia telekii is a big-bang reproducer that grows over 2 m
tall, seeds once, and dies. Lobelia deckeniiis a smaller plant
that produces seeds several times throughout its life.



Population Parameters and Demographic Techniques

Lobelia telekii is favored by a high mortality rate of adult
plants in the dry sites where they live so that it is un-
likely after flowering that an individual plant will sur-
vive 10 or more additional years for a second flowering
season, and there is an evolutionary payoff in the
greater fecundity of big-bang reproduction.

Some of the best examples of the evolution of life
history strategies come from studies within a single
species. Capelin are a good example because males are
big-bang reproducers while females are repeated repro-
ducers. Capelin, small (15-25 g), sardine-like, pelagic
fish with a circumpolar arctic distribution, form an im-
portant part of the food chain for seals, seabirds, and
other fish such as cod. Males have adopted the big-bang
strategy because each male can mate with several fe-
males during a spawning season and because male
mortality is very high after spawning (Huse 1998). Fe-
male capelin are limited by the number of eggs they can
carry, and they can improve their reproductive success
only by spawning several times at yearly intervals.

Much interest in life history evolution has centered
on determining the costs of reproduction. Reproductive
effort at any given age can be associated with a biological
cost and a biological profit. The biological cost derives
from the reduction in growth or survival that occurs as a
consequence of using energy to reproduce. For example,
the more seeds a meadow grass (Poa annua) plant pro-
duces in one year, the less it grows the following year
(Law 1979). Fruit fly (Drosophila melanogaster) females
that mate often typically live shorter lives than females
that mate less often (Fowler and Partridge 1989). The bi-
ological profit associated with reproduction is measured
in the number of descendants left to future generations,
which will be affected by the survival rate and the
growth rate. The hypothetical organism must in effect
ask at each age: Should I reproduce this year, or would I
profit more by waiting until next year? Obviously, if the
mortality rate of adults is high, it would be best to repro-
duce as soon as possible. But if adult mortality is low, it
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may pay for an organism to put its energy into growth
and wait until the next year to reproduce.

Many organisms do not reproduce as soon as they
are physiologically capable of doing so. The key quan-
tity that we must measure to predict the optimal age at
maturity is the potential fecundity cost (Bell 1980). In-
dividuals that reproduce in a given year will often be
smaller and less fecund in the following year than an
individual that has previously abstained from repro-
duction. This is best established in poikilotherms, such
as fishes, that show a reduction in growth associated
with spawning. Potential fecundity costs also occur in
homeotherms (Clutton-Brock et al. 1989), and the pe-
riod of lactation in mammals is energetically very ex-
pensive for females (Figure 20). Social behavior
associated with reproduction can produce great differ-
ences in the costs associated with breeding in the two
sexes and thus cause differences in the optimal age at
maturity for males and females. Red deer stags, for ex-
ample, defend harems and attain a breeding peak after
seven years of age through their fighting ability. Fe-
males mature at three years and live longer than males.

Repeated reproducers must “decide” in an evolution-
ary sense to increase, decrease, or hold constant their re-
productive effort with age. In every case analyzed so far,
reproductive effort increases with age but only to the age
of senescence (Berube et al. 1999; Weladji et al. 2002).
Figure 21 illustrates two examples of a senescent decline
in reproduction in large mammals. The senescence hy-
pothesis seems to apply equally well to reproduction as it
does to mortality (cf. Figure 8).

Why do species expend the effort to have repeated
reproduction? The answer seems to be that repeated re-
production is an adaptation to something other than
achieving maximum reproductive output. Repeated re-
production may be an evolutionary response to uncer-
tain survival from zygote to adult stages (Roff 1992).
The greater the uncertainty, the higher the selection for
a longer reproductive life. This may involve channeling

Figure 20 Cost of
reproduction in female red
deer on the island of Rhum in
Scotland. Mortality in winter is
always higher in females that
. reproduced during the previous
/ summer, no matter the age of
the female. (After Clutton-Brock

/
/—Nonreproductive
’ et al. 1982)
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Figure 21 Age-related reproductive effort in (a) Rocky Mountain bighorn sheep and
(b) Norwegian reindeer. In both species an age of senescence is clearly demarcated by a
decline in reproductive effort. In this sheep population, reproduction declined after age
12. In reindeer reproduction declined after age 8 in larger females and age 7 in lighter

females. (Data from Berube et al. 1999 and Weladji et al. 2002.)

more energy into growth and maintenance, and less
into reproduction. Thus, we can recognize a simple
scheme of possibilities:

Long life  Short life
span span
Steady reproductive success ? Possible
Variable reproductive success  Possible  Not possible

We now believe that the advantage of repeated re-
production is that it spreads the risk of reproducing
over a longer time period and thus acts as an adaptation
that thwarts environmental fluctuations.

Limitations of
the Population Approach

Two fundamental limitations restrict the methods used
for studying populations. First, how can we determine
what constitutes a population for any given species?
What are the boundaries of a population in space? In
some situations the boundaries are clear. Wildebeest
populations in the Serengeti area of East Africa form five
herds that rarely exchange members (Sinclair 1977). The
largest herd is highly migratory and moves seasonally be-
tween plains and woodlands following the rainy season.
The four smaller herds are less migratory and breed in
different areas and at slightly different times of the year.
But in many other cases, organisms are distributed
in a continuum, and no boundaries are evident. White

spruce trees grow in northern coniferous forests from
Newfoundland to Alaska. Do all these white spruce
trees belong to one population? Most population biol-
ogists would answer no to this question, but the rea-
sons for their answer would likely differ. Part of the
definition of a population should involve the proba-
bility of genetic exchange between members of a given
population, but no one is able to specify this probabil-
ity in a rigorous manner. Moreover, some species are
asexual, and we are left with the same general problem
that troubles systematists when they seek to determine
what constitutes a species. One pragmatic answer we
can give is that a population is a group of individuals
that a population biologist chooses to study. To say
this is only to say that we may have to start our study
by making a completely arbitrary decision on what to
call a population. To remember this decision after the
population study is completed is a mark of ecological
wisdom.

The second limitation is that populations do not
exist as isolates but are imbedded in a community ma-
trix of associated species. When we study a population,
we assume that we can abstract from the whole com-
munity a single species and the small number of species
that interact with it. Whether this abstraction can be
done effectively is controversial, but for the moment we
will proceed with the assumption that a population can
be isolated from the complex tapestry of a biological
community. We must keep in mind that just as commu-
nities are made of populations, populations are made
of individuals.
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Composition of Populations

Populations are indeed composed of individuals, but
not of a series of identical individuals; yet we tend to
forget this heterogeneity when considering population
density. Three major variables distinguish individuals
in many populations: sex, age, and size. The composi-
tion of many populations deviates from the expected
sex ratio of 50% of each gender, so we cannot assume a
constant 1:1 (50%) sex ratio. Populations of the com-
mon lizard Lacerta vivipara in France average 39%
males (Le Galliard et al. 2005). Sex ratios of many ver-
tebrate species are adjusted by breeding females in re-
lation to the available resources (Johnson et al. 2001).
The sex ratio of a population clearly affects the poten-
tial reproductive rate and the level of inbreeding, and
it may affect social interactions in many vertebrates
(Wolff et al. 2002).

Age is a significant variable in human populations,
and age effects are common to many species. Older in-
dividuals are frequently larger, and changes in size may
be the main mechanism by which age effects occur.
Larger fish lay many more eggs than smaller fish, and
larger plants produce more seeds. Young mammals may
be prone to diseases that older animals can resist. Age
and size are very significant individual attributes in all
animals that have social organization because they help
to specify an individual’s social position. Old individu-
als in some species may be post-reproductive, as they
are in humans.

I Summary

Populations are composed of organisms that may be
unitary or modular. Most animals are unitary with
determinate form—cats all have four legs. In most
unitary organisms the individual is easily recognized,
and each individual is an independent genetic unit.
Most plants are modular with repeated units of
construction (modules)—oak trees can have any
number of leaves. Individuals may be difficult to
recognize in modular organisms, and a genetic
individual (genet) may be a clone with many separate
modules (ramets). Abundance in unitary organisms is
typically a count of the number of individuals, while in
modular organisms abundance is often measured by
biomass or cover.

Every aspect of the problem of abundance comes
down to one crucial question: How can we estimate
population abundance? Absolute abundance can be
estimated by total counts or by sampling methods
using quadrats or capture-recapture methods. Relative

Size is a particularly significant variable in modular
organisms. Size and age may be correlated in plants and
animals with indeterminate growth, but much individ-
ual variation in size is independent of age. For modular
plants and animals size is usually the ecologically rele-
vant variable that defines their importance in ecological
processes.

Other, secondary variables may distinguish individ-
uals in some populations. Color is one obvious trait.
Social insects such as ants have castes with distinctive
individual morphology. Many phenotypic traits can af-
fect survival, reproduction, or growth and be important
to a population.

Because of these individual differences, population
ecology must be seen to have a split personality. While
we view populations as aggregates of individuals and
calculate population density and other population pa-
rameters as averages over all individuals, we also recog-
nize that to explain population processes we must
understand the individuals that make up the popula-
tion, and the mechanisms by which they reproduce,
move, and die. Not all individuals are equal in a popu-
lation, and individual variability affects the mecha-
nisms behind population processes. We will flip back
and forth between this dual view of populations as sta-
tistical averages and as mixtures of heterogeneous indi-
viduals as we try to understand population dynamics.

abundance can be estimated by many techniques,
depending on the species studied. Once we obtain
estimates of population size, we can investigate
changes in numbers by analyzing the four primary
demographic parameters of natality, mortality,
immigration, and emigration.

Population changes can be analyzed with a set of
quantitative techniques first developed for human
population analysis. A life table is an age-specific
summary of the mortality rates operating on a
population. Life tables are necessary because mortality
does not fall equally on all ages, and in most species
the very young and the old suffer high mortality.

A fertility schedule that summarizes reproduction
with respect to age can describe the reproductive
component of population increase. The intrinsic
capacity for increase of a population is obtained by
combining the life table and the fertility schedule for
specified environmental conditions. This concept leads
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to an important demographic principle: a population
that is subject to a constant schedule of mortality and
natality rates will (1) increase in numbers
geometrically at a rate equal to the capacity for increase
(r), (2) assume a fixed or stable age distribution, and
(3) maintain this age distribution indefinitely. The age
distribution of a population is constant and
unchanging only as long as the life table and the
fertility table remain constant.

R—

eview Questions and Problems

1 Canada lynx are now listed as a threatened species in
the contiguous 48 United States. Given an average
body mass of 9.7 kg, calculate what population
density you would expect for lynx from the global
relationship for mammalian carnivores in Table 2.

2 One technique for estimating the springtime
abundance of sheep ticks in Scotland is by dragging a
wool blanket over the grass. (Ticks will cling to
anything that brushes against them during the
spring.) Does this technique measure absolute
density or relative density? How might you
determine this?

3 Compare the definition of population presented here
with that used in statistics texts (see Sokal and Rohlf
1995, p. 9; Zar 1999, p. 15) and in evolution texts
(see Futuyma 2005).

4 Suggest three hypotheses to explain why, in Figure 3,
birds should in general exist at a lower density than
mammals of the same size. Make predictions from
each hypothesis and discuss how the predictions
could be tested. Silva et al. (1997) discuss this
general problem.

5 What are the problems of using the oldest living
human to estimate the upper limit to human
longevity? What other approaches might you use to
estimate potential longevity? Is there much scope for
increasing human longevity in the developed
countries? Read Litzgus (2006) for an analysis of this
question.

6 In human populations in developed countries
women generally outlive men by a margin of 5-10
years. Is this advantage in female longevity a general
characteristic of nonhuman animal species as well?
What might explain such a pattern in humans and
other animals? Cohen (2004) reviews this question,
and Carey et al. (1995) provide data on fruit flies to
test this generalization.

7 What additional data, if any, are required to
determine the stable age distribution for the human
population described in Table 5?

Demographic techniques are useful for exploring
quantitatively the consequences of adopting an annual
life cycle versus a perennial one. Very little gain in
potential for population increase occurs in species that
reproduce many times in each generation, and repeated
reproduction seems to be an evolutionary response to
conditions in which survival from zygote to adult
varies unpredictably from good to poor. An organism
thus “hedges its bets” by reproducing several times.

8 The life table and the seed production of the winter
annual plant Collinsia verna for 1983-84 was as
follows (Kalisz 1991):

Average no.
Age interval Number seeds produced

Life cycle (months)  alive n, per plant b,
Seed 0-5 23,001 0
Seedling 5-7 6019 0
Overwintering 7-12 4617 0
plants
Flowering 12-13 2612 0
plants
Fruiting plants 13-14 692 10.754

Calculate the net reproductive rate for these plants
and discuss the biological interpretation of this rate.

9 Forest ecologists usually measure the size structure
of a forest and less often make use of the annual
rings of temperate-zone trees to get the age structure
of the forest. What might one learn from
determining age structure in addition to size
structure in a forest stand?

10 Can the reproductive value of males and females at a
given age differ? Discuss the data presented on red
deer in Clutton-Brock et al. (1982, p. 154) as an
example.

Overview Question

A life table and a fertility schedule are available for a species
of threatened plant. If you were in charge of a management
plan for this plant species, what could you conclude from
these two tables, and what further demographic information
would you want to have?
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Key Concepts

From Chapter 9 of Ecology: The Experimental Analysis of Distribution and Abundance, Sixth Edition. Eugene Hecht.
Copyright © 2009 by Pearson Education, Inc. Published by Pearson Benjamin Cummings. All rights reserved.

Population growth can be described with simple
mathematical models both for organisms with
discrete generations and for organisms with
overlapping generations.

Simple models for discrete generations can lead to
complex dynamics from a stable equilibrium to
cycles and chaotic fluctuations in numbers.

For species with overlapping generations, the logistic
equation is a simple mathematical description of
population growth to an asymptotic limit.

Natural populations often grow rapidly, but then
density fluctuates widely rather than remaining at an
equilibrium density.

More complex and more realistic models of
population growth incorporate time lags and chance
into population growth models.
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KEY TERMS

competition Occurs when the number of organisms of
the same or different species utilize common resources
that are in short supply or when the organisms harm one
another in the process of acquiring these resources.

disease A pathological condition of an organism
resulting from various causes, such as an infection, a
genetic disorder, or environmental stress, with specific
symptoms.

herbivory The eating of parts of plants by animals, not
typically resulting in plant death.

Leslie matrix model A method of casting the age-
specific reproductive schedule and the age-specific
mortality schedule of a population in matrix form so that
predictions of future population change can be made.

logistic model A specific population growth model
based on the logistic equation that predicts an S-shaped
population growth curve.

matrix models A family of models of population change
based on matrix algebra, with the Leslie matrix model
being the best known.

population regulation The general problem of what
prevents populations from growing without limit, and
what determines the average abundance of a species.

predation The action of one organism killing and eating
another.

probabilistic models In contrast to deterministic models,
including an element of probability so that repeated runs
of the models do not produce exactly the same outcome.

theta-logistic model The modification of the original
logistic equation to permit curved relationships between
population density and the rate of population increase.

—

Population growth is a central process of ecology. But no
population goes on growing forever, and this leads us to
the problem of population regulation. Because species
interactions such as predation, competition,
herbivory, and disease affect population growth, and
population growth produces changes in community
structure, it is important to understand how population
growth occurs.

The demographic techniques described earlier are
useful because they permit us to project future changes
in population density in a precise manner. In this chap-
ter we will apply these demographic parameters to the

description of population growth and explore some of
the difficulties of analyzing the growth of natural popu-
lations. To illustrate these methods’ utility, we will use
them to address a practical problem in conservation bi-

ology.

Mathematical Theory

A population that has been released into a favorable en-
vironment will begin to increase in numbers. What
form will this increase take, and how can we describe it
mathematically? We start by considering a simple case
in which generations are separate, as in univoltine in-
sects (one generation per year) or annual plants.

Growth in Populations
with Discrete Generations

Consider a species with a single annual breeding season
and a life span of one year. Let each reproductive unit in
the population on average produce R, offspring that
survive to breed in the following year. Then

N.+1 = RoN, (1)

where N, = population size at generation t
N, = population size at generation ¢ + 1
R, = net reproductive rate, or population growth
rate per generation

Note that R, is the net reproductive.
What happens to this population will very much
depend on the value of R,,. Consider two cases:

1. Multiplication rate constant. Let R, be a constant.
If R, > 1, the population increases geometrically
without limit; if R, < 1, the population decreases
to extinction. For example, let R, = 1.5 and
N, =10 when ¢ = 0:

Generation Population size (N,)
0 10
1 15 = (1.5)(10)
2 22.5 = (1.5)(15)
3 33.75 = (1.5)(22.5)

Figure 1 shows some examples of geometric
population growth with different R, values.

2. Multiplication rate dependent on population
size. Populations do not normally grow with a
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Figure 1 Geometric or exponential population growth,
discrete generations, population growth rate (R,)
constant. Starting population is 10. Equation (1).

constant multiplication rate as in Figure 1. If we
look at the trajectory of a species population
through time, we observe a variety of dynamics,
including populations that fluctuate very little,
others that fluctuate chaotically, and still others
that fluctuate in cycles. How can we explain this
variety of dynamic behavior?

The simplest way is to assume that the multiplica-
tion rate changes as population density rises and falls.
At high densities, birth rates will decrease or death rates
will increase from a variety of causes, such as food
shortage or epidemic disease. At low densities birth
rates will be high and losses from diseases and natural
enemies low. We need to express the way in which the
multiplication rate slows down as density increases. The
simplest mathematical model is linear: Assume that
there is a straight-line! relationship between the density
and multiplication rates such that the higher the den-
sity, the lower the multiplication rate (Figure 2). The
point where the line crosses R, = 1.0 is a point of equi-
librium in population density at which the birth rate
equals the death rate. It is convenient to measure popu-
lation density in terms of deviations from this equilib-
rium density, expressed as

z2=N = Ng (2)
where z = deviation from equilibrium density

N = observed population size
Neq = equilibrium population size (where R, = 1.0)

1A straight line is described by the equation y = a + bx, where b is the
slope and a is the y-intercept (the y value when x = 0).

o Ry = 1.0 - 0.02 (N— 100)
5o
Q
2
g
=3
T
o
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Population density

Figure 2 Net reproductive rate (= population growth
rate) (Ry) as a linear function of population density (N) at
time t. In this hypothetical example, equilibrium density is
100 (black dot). The red line marks the equilibrium line at
which Ry = 1.0 and the population remains constant. The blue
line is an example of the relationship given in Equation (3).

The equation of the straight line shown in Figure 2 is
thus

Ry = 1.0 = B(N — Ng,) 3)

where R, = net reproductive rate or rate of population
growth per generation
(—)B = slope of line

In Figure 2, B = 0.02 and N, = 100. Equation (1) can
now be written

N1 = RoN, = (1.0 — Bz)N, (4)

The properties of this equation depend on the equilib-
rium density and the slope of the line. Let us work out a
few examples to illustrate this. Consider first a simple
example in which B = 0.011 and N, = 100. Start the
population at N, = 10:
N, = [1.0 — 0.011(10 — 100)]10
=(1.99)(10) = 19.9
N, =[1.0 — 0.011(19.9 — 100)]19.9
= (1.881)(19.9) = 37.4

Similarly,
N; = 63.2
N, = 88.8
N5 =99.7

and the population density converges smoothly toward
the equilibrium point of 100. A second example is
worked out in Table 1, and three additional examples
are plotted in Figure 3.
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Table 1 Growth of a hypothetical
population with discrete
generations and net reproductive
rate that is a linear function

of density.

Population sizes are calculated from Equation (4)
using B = 0.025, N, = 100, and a starting density of
50 individuals.

General formula: N, ; ; = [1.0 — 0.025(N, — 100)|N,

N, =[1.0 — 0.025(50 — 100)]50
= (2.25)(50) = 112.5

N, = [1.0 — 0.025(112.5 — 100)]112.5
= (0.6875)(112.5) = 77.34
N; = [1.0 - 0.025(77.34 - 100)]77.34
= (1.5665)(77.34) = 121.15
N, = [1.0 — 0.025(121.15 — 100)]121.15
= (0.4712)(121.15) = 57.09
Similarly,
N, = 118.33
N, = 64.10
N, = 121.63
Ng = 55.86

The population continues to oscillate in a stable two-
generation cycle.

The behavior of this simple population model is
very surprising because it generates many different pat-
terns of population changes. If we define L = BN, then:

e If L is between 0 and 1, the population approaches
the equilibrium without oscillations.

e IfLis between 1 and 2, the population undergoes
oscillations of decreasing amplitude to the
equilibrium point (convergent oscillations) (see
Figure 3a).

e IfL is between 2 and 2.57, the population exhibits
stable limit cycles that continue indefinitely (see
Figure 3b).

e IfLisabove 2.57, the population fluctuates
chaotically showing what appear to be random
changes, depending on the starting conditions
(Maynard Smith 1968; May 1974a) (see Figure 3¢).

Much of this mathematical theory of population
growth was clarified and elaborated by the mathemati-
cal ecologist Robert May working at Princeton Univer-
sity and later at Oxford University. The fact that such a
simple population model can produce such a diversity
of population growth trajectories is one of the most sur-
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Figure 3 Examples of population growth with discrete
generations and multiplication rate as a linear function of
population density as in Figure 2. Starting density is 10 and
equilibrium density is 100. Three examples with different
slopes are shown: (a) For B = 0.018, the population shows
convergent oscillations to equilibrium density at 100. (b) For
B = 0.025, the population oscillates in a two-generation limit
cycle. (c) For B = 0.029, the population fluctuates chaotically
in an irregular pattern that never repeats itself.

prising results found by twentieth-century mathemati-
cal ecologists. This model, in which the net reproduc-
tive rate decreases in a linear way with density, is the
discrete-generation version of the logistic equation de-
scribed in the next section, in which we consider popu-
lations with overlapping generations.
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Growth in Populations with
Overlapping Generations

In populations that have overlapping generations and a
prolonged or continuous breeding season, we can describe
population growth more easily by using differential equa-
tions. As earlier, we will assume for the moment that the
growth of the population at time ¢ depends only on condi-
tions at that time and not on past events of any kind.

1. Multiplication rate constant. Assume that, in any

A few values for this relationship are given for

short time interval At (usually written as dt), an
individual has the probability b dt of giving rise to
another individual. In the same time interval, it
has the probability d dt of dying. If b and d are
instantaneous rates? of birth and death, the
instantaneous rate of population growth per
capita will be

instantaneous rate _ __ ,
of population growth ' b —d (5)

and the form of the population increase is given by

dN
il N=({b-dN (6)
where N = population size
t = time
r = per capita rate of population growth
b = instantaneous birth rate
d = instantaneous death rate

This is the curve of geometric increase in an
unlimited environment.

Note that we can use the geometric growth
model to estimate the doubling time for a
population growing at a certain rate:

Ne =¢" (7)
N
But if the population doubles, N,/N, = 2. Thus
& = 2 = en
N
or
0.69315
log,(2) = rtor, — - t (8)

where t = time for population to double its size
r = realized rate of population growth
per capita

illustration:
r t
0.01 69.3
0.02 34.7
0.03 23.1
0.04 17.3
0.05 13.9
0.06 11.6

Thus if a human population is increasing at an

instantaneous rate of 0.0300 per year (finite rate =

1.0305), its doubling time would be about 23
years, if geometric increase prevails.

2. Multiplication rate dependent on population
size. Populations, however, do not show

continuous geometric increase. When a population
is growing in a limited space, the density gradually

rises until eventually the presence of other

organisms reduces the fertility and longevity of the
individuals in the population. This reduces the rate

of increase of the population until eventually the
population ceases to grow. The growth curve
defined by such a population is sigmoid, or S-

shaped (Figure 4). The S-shaped curve differs from

the geometric curve in two ways: It has an upper
asymptote (that is, the curve does not exceed a
certain maximal level), and it approaches this
asymptote smoothly, not abruptly.

Geometric

Logistic

Population size

Time

Figure 4 Population growth: geometric growth in an
unlimited environment, and logistic (sigmoid) growth in
a limited environment.
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The simplest way to produce an S-shaped curve is
to introduce into our geometric equation a term that
will smoothly reduce the rate of increase as the popula-
tion builds up. We can do this by making each individ-
ual added to the population reduce the rate of increase
an equal amount. This produces the equation

dN K- N
—=7rN 9
dt r ( K ) ©)
where N = population size
t = time

r = intrinsic capacity for increase
K = upper asymptote or maximal value
of N (“carrying capacity”)
This equation states that

Potential rate .
A . unutilized
of population Population .
= X X | opportunity for

th i
growr per size population growth

Realized rate
of population
increase per

unit time capita

and is the differential form of the equation for the lo-
gistic curve. Verhulst first suggested this curve to de-

WORKING WITH THE DATA

What Is Little-r, and Why Is
It So Confusing?

Unfortunately ecologists have used r to mean two
quite different things: r the intrinsic capacity for in-
crease, and r the realized population growth rate per
capita.

When populations are growing geometrically,
these two meanings are identical:

dN

— =N

dt !

aN ita rate of lati th
—— = I = per caplta rate O opulation grow
dtN > > Pop J

This is good mathematics, but it becomes confus-
ing when we deal with population growth that is not
geometric. To keep matters clear we define two
concepts:

r = potential per capita population growth rate =
intrinsic capacity for increase

dN/dtN = realized per capita population growth rate

scribe the growth of human populations in 1838. Pearl
and Reed (1920) independently derived the same equa-
tion as a description of the growth of the population of
the United States.

Note that r is the potential rate of population growth
per individual in the population.

The integral form of the logistic equation can be
written as follows:

K

Ne=To o

(10)
where N, = population size at time t

t = time

K = maximal value

e = 2.71828 (base of natural logarithms)

a = a constant of integration defining the

position of the curve relative to the origin
r = intrinsic capacity for increase

Let us look for a minute at the factor (K — N)/K,
also called the “unutilized opportunity for population

The distinction between these two concepts is
easily seen in the following two ways of writing the lo-

gistic equation:
dN K—N
~—— =rN
dr ' ( K >

dN (K = N>

dN - UK
The realized population growth rate per capita
(dN/dtN) is not equal to the potential growth rate (r).
Ecologists in the field measure the realized growth
rate, which depends (in the logistic model) on the in-
trinsic capacity for increase r, the carrying capacity K,
and the existing population size N.

It is important to keep these two concepts clear. The
intrinsic capacity for increase can be considered a con-
stant for a particular population and thus is always a pos-
itive number. The realized population growth rate can be
negative when a population is declining and then be-
comes positive when the population grows. Even
though in ideal situations the population grows geomet-
rically, and the potential growth rate and the realized rate
are the same, but this is rarely the case in the real world.
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growth.” To demonstrate that this factor does in fact put
the brakes on the basic geometric growth pattern, we
consider a situation like the following:

K =100
r=1.0
Ny = 1.0 (starting density)

Very early in population growth, there is little differ-
ence between the curves for the logistic and the geomet-
ric equations (see Figure 4). As we approach the middle
segments of the curves, they diverge more. As we ap-
proach the upper limit of the logistic curve, the curves di-
verge much farther, and when we reach the upper limit,
the population stops growing because (K — N)/K be-
comes zero. The following calculations demonstrate this:

Unutilized opportunity Rate of
Population for population growth  population
r size [N] [(K— N)/K] growth (dN/dt)
1.0 1 99/100 0.99
1.0 50 50/100 25.00
1.0 75 25/100 18.75
1.0 95 5/100 4.75
1.0 99 1/100 .99
1.0 100 0/100 0.00

Note that the addition of one animal has the same ef-
fect on the rate of population growth at both the low
and high ends of the curve (in this example, 1/100).

Two attributes of the logistic curve make it attrac-
tive: its mathematical simplicity and its apparent reality.
The differential form of the logistic curve contains only
two constants, r and K. Both these mathematical sym-
bols can be translated into biological terms. The con-
stant r is the per capita (or per individual) potential rate
of population increase (the intrinsic capacity for in-
crease). It seems reasonable to attribute to K a biologi-
cal meaning—the density at which the space being
studied becomes “saturated” with organisms, the “car-
rying capacity” of the environment.

There are two ways of viewing the logistic curve.
The more general, more flexible viewpoint is to con-
sider it an empirical description of how populations
tend to grow in numbers when conditions are initially
favorable. The other way is to view the logistic curve as
an implicit strict theory of population growth, as a
“law” of population growth.

Does the logistic curve fit the facts? One way to find
out is to rear a colony of organisms in a constant space
with a constant supply of food. From this information
we can calculate a logistic curve. If the data fit the sig-

moid pattern of the logistic, we can confirm this model
of population growth for that organism. We look into
this approach next.

Laboratory Tests
of the Logistic Theory

Many populations have been observed in the laboratory
as they increase in size. Let us consider a few relatively
simple organisms first. Gause (1934) studied the
growth of populations of Paramecium aurelia and P. cau-
datum. He began his experiments with 20 Paramecium in
a tube with 5 milliliters (mL) of a salt solution buffered
to pH 8. Each day Gause added a constant quantity of
bacteria, which served as food and could not multiply
in the salt solution. The cultures were incubated at
26°C, and every second day they were washed with
fresh salt solution to remove any waste products. Thus,
Gause had a constant environment in a limited space; the
temperature, volume, and chemical composition of the
medium were constant, waste products were removed
frequently, and food was added in uniform amounts
each day. The growth of some of Gause’s Paramecium
populations is shown in Figure 5. In general, the fit of
these data to the logistic curve was quite good. Under
these conditions the asymptotic density (K) was ap-
proximately 448 individuals per mL for P. aurelia and
128 individuals per mL for P. caudatum.

Populations of organisms with more complex life
cycles may also increase in an S-shaped curve. Raymond
Pear]l (1927) fitted a logistic curve to the growth of
Drosophila melanogaster populations he maintained in
bottles with yeast as food. The fit of the data was fairly
good (Figure 6), and Pearl ushered in the “logistic
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Figure 5 Population growth in the protozoans
Paramecium aurelia and P. caudatum at 26°C in buffered
Osterhout’s medium, pH 8.0, with “one loop” of
bacteria added as food. (Data from Gause 1934.)
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Figure 6 Growth of an experimental laboratory
population of the fruit fly Drosophila melanogaster. The
circles are observed census counts of adult flies, and the
smooth curve is the fitted logistic equation. (After Pearl 1927.)

era” when he proclaimed the logistic curve to be the
universal law of population growth. But Sang (1950)
criticized the application of the logistic curve to
Drosophila populations by identifying complexities in
the Drosophila cultures that Pearl did not recognize.
First, the flies did not receive a constant amount of food
because the yeast that was the source of food was itself a
growing population. Also, the composition of the yeast
varied as the cultures aged. Second, because the fruit fly
has several stages in its life cycle, it is not clear just
which stage should be used in measuring “population
size.” Pearl counted only the adult flies, but to some ex-
tent adults and larvae feed on the same thing.

Beetles that live in flour (Tribolium) and wheat
(Calandra) have been also used very often for experi-
mental population studies. These beetles are preferable
to Drosophila because, even though they have as com-
plex a life cycle (involving eggs, larvae, pupae, and
adults), their food source is nonliving, so their medium
can be precisely controlled. Chapman (1928), one of
the first to use Tribolium for laboratory studies in ecol-
ogy, found that colonies of these beetles grew in a logis-
tic fashion. Most workers stopped their cultures as soon
as they reached the upper asymptote. Thomas Park,
however, reared populations of Tribolium for several
years and obtained the results shown in Figure 7. The
upper asymptote of the logistic is imaginary—the den-
sity does not stabilize after the initial sigmoid increase
but rather shows a long-term decline. When Birch
(1953b) did similar studies on Calandra oryzae, he
found logistic growth initially, followed by large fluctu-
ations in density with no indication of stabilization
around an asymptote.

It is important to note that these populations of a
single species of beetle living in a constant climate with

Figure 7 Population growth of two genetic strains of the
flour beetle Tribolium castaneum at 29°C and 70% relative
humidity in 8 grams of flour. Considerable variation in
population growth occurs among different genetic strains of
this flour beetle. (Data from Park et al. 1964.)

constant food supply show wide fluctuations in num-
bers. These fluctuations are brought about by the influ-
ence of the animals on each other completely
independent of any fluctuations in temperature, food,
predators, or disease. No cases have as yet been demon-
strated in which the population of any organism with a
complex life history comes to a steady state at the upper
asymptote of the logistic curve. For these reasons the lo-
gistic “law” of population growth has been rejected as a
general model of how populations increase in size
(Kingsland 1995).

Interestingly population ecologists have historically
focused on the logistic model for overlapping genera-
tions and have largely overlooked the simpler discrete
models, with their much richer dynamic behavior (May
1981). Insects constitute a large fraction of animal
species, and many insects have nonoverlapping genera-
tions that are described well by the simpler discrete
models. This change of focus away from the logistic
equation as a model for population growth has been
highlighted by data on laboratory populations and has
been demonstrated even more graphically by data on
field populations.

Field Data on
Population Growth

Population growth does not occur continuously in field
populations. Many species living in seasonal environ-
ments show population growth during the favorable
season each year. Long-lived organisms may show pop-
ulation growth only rarely, and few populations in na-
ture fill up a vacant habitat the way they do in the
laboratory. Some populations have been released from
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hunting pressure, and we have good records of how
they subsequently increased in numbers. Some of the
best examples are from birds and mammals recovering
from overhunting or from mortality due to DDT and
other toxic chemicals.

For the past 30 years many double-crested cor-
morant populations in North America have been in-
creasing in abundance (Ridgway et al. 2006; Wires and
Cuthbert 2006). From the early 1950s cormorants
began decreasing rapidly because of reproductive failure
from toxic chemicals. By 1973 only 125 nesting pairs
could be found in the Great Lakes. Since then colony
counts have been increasing rapidly in most colonies
(Figure 8). There are now about 38,000 cormorant
pairs nesting in the Great Lakes, and concerns have
been raised by the fishing industry that cormorants are
eating too many game fish in the Great Lakes. Popula-
tion growth in these cormorant colonies has not fol-
lowed a smooth sigmoid pattern, and an upper limit
appears to have been reached in some colonies in the
mid-1990s, possibly due to nest site limitation or local
food depletion. Whether this upper limit will be stable
for different colonies is not yet known.

The ibex lives on steep high-mountain slopes in Eu-
rope and Northern Africa. It was hunted to near extinc-
tion so that by the early 1700s there was a single
population remaining in part of the Italian Alps. Ibex
populations had declined steadily since the 1500s be-
cause of overhunting and poaching in spite of stringent
laws protecting the species. They were hunted for food,
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Figure 8 Growth of three colonies of the double-
crested cormorant (Phalacrocorax auritus) on Lake Huron
in the Great Lakes, 1978-2003. The drop in active nests
during the mid-1990s was possibly due to climatic events,
with some birds not nesting. Colony size differs, partly
because of competition for nest sites and some colonies
have stopped growing. (Data from Ridgway et al. 2006.)

skins, their magnificent horns, and the perception of
the curative value of their body parts. At its low point
only about 100 individuals survived in northwestern
Italy, where the population received full protection in
1821. A captive breeding program was begun in Switzer-
land between 1906 and 1942, and animals from this
program were used in reintroductions. The ibex was
reintroduced in 1919 into the Swiss National Park and
has recovered in numbers since then to become a con-
servation success story. Figure 9 shows the population
recovery, which is well described by the logistic equa-
tion until 1960, when it began to decline slightly
(Saether et al. 2002). The ibex is a high-altitude goat-like
animal that feeds on a great variety of forbs and bushes,
and in protected areas its populations may be restricted
by the food supplies available in alpine areas.

The whooping crane (Grus americana) is another
good example of an endangered species now recovering
from the brink of extinction. Only 47 whooping cranes
existed when this species was first protected in 1916,
and only 15 birds were still alive in 1941. The whoop-
ing crane breeds in the Northwest Territories of Canada
and migrates to overwinter on the Texas coast at the
Aransas National Wildlife Refuge. Counts of the entire
population on the wintering grounds in Texas since
1938 have yielded the population growth curve shown
in Figure 10. Population growth has been irregular in
the whooping crane. Binkley and Miller (1983, 1988)
found that the rate of increase (r) changed around
1956, at which time the population began to recover
more rapidly than before. Moreover, a 10-year cycle,
possibly a spin-off of predation from the 10-year
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Figure 9 Growth of the ibex (Capra ibex) population in
Swiss National Park in southeastern Switzerland from its
introduction in 1919 to 1990. The ibex went extinct in
Switzerland and in most of the Alps at the beginning of the
nineteenth century. (Data from Seether et al. 2002.)
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Figure 10 Population growth of the whooping crane, an
endangered species that has recovered from near
extinction in 1941. Counts of adults are made annually on the
wintering grounds at Aransas, Texas. (Data from Johns 2005.)

cycle of snowshoe hares in the breeding areas, is super-
imposed on the population growth curve (Nedelman et
al. 1987). Hare predators like coyote and lynx may turn
to whooping crane nests and chicks once hares begin to
decline. The whooping crane population has continued
to increase in a sigmoid fashion and is another conser-
vation success story (Johns 2005).

Many organisms show strong annual fluctuations
in density, and thus the pattern of population growth
can be observed once a year. The cladoceran Daphnia,
common in the plankton of many temperate lakes and
ponds, shows a spring increase in numbers that varies
dramatically from year to year (Walters et al. 1990).
These cladocerans increase in numbers in an almost ex-
ponential manner (Figure 11), remain abundant for a
variable amount of time in midsummer, and then de-
cline in autumn, possibly because of reduced algal den-
sity in the lake water. The maximum density reached
varies greatly in different years, so there is no constant
carrying capacity (K) for these planktonic organisms.

Very often, field data on population growth are too
crude to show definitely whether or not the logistic
curve is a good representation of the data. The cases we
illustrated here suggest that the logistic curve only ap-
proximately describes field population increases.

We conclude from this analysis that population
growth may sometimes be sigmoid in natural popula-
tions and thus fit the logistic model, but often it is not.
Natural populations almost never achieve the asymp-
totic stable density of the logistic curve, and hence the
logistic model has serious drawbacks as a general
model of population growth. What can be done about
this? Work on population growth models has pro-
ceeded along four lines. One has been to generalize the
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Figure 11 Density of the cladoceran Daphnia rosea in
Eunice Lake and Katherine Lake, British Columbia, from
1980 to 1983. Because these temperate lakes—(a) Eunice
Lake and (b) Katherine Lake—show strong seasonal
dynamics that vary from year to year, the population growth
curve cannot be described by a simple equation like the
logistic equation. (Data from Walters et al. 1990.)

logistic growth equation by allowing curvilinear rela-
tionships between population growth rate and popula-
tion density. A second approach has been to analyze the
effect of time lags on the logistic model, because the as-
sumption of no time lags in the logistic model is most
clearly at odds with the biological realities of complex
organisms. A third approach has been to construct
probabilistic (stochastic) models of population
growth. The fourth approach has been to use more spe-
cific models based on age or size to project population
changes (Leslie matrix models). Next we look briefly at
these four approaches.

Theta (0) Logistic Model
of Population Growth

One of the first attempts to generalize the logistic growth
model was to relax the assumption of a linear decrease in
the population growth rate as density increases (see
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Figure 2). The easiest way to do this mathematically is to
add one parameter () to the simple logistic equation. We
rewrite Equation (9) as:

change in numbers _ dN _ . <K - N)

per unit time T oda K

lati h N K — N
population gr(')wt _dN r( N) _ r(l B 7) (11)
rate per capita dtN K K

The theta logistic modifies this as follows:

population growth _ dN T<K - N)" B r(l 3 (ﬂ)”)
rate per capita dtN K K

or in terms of changes in population size:

Ny = N,e’(“@y) (12)
where: N = population size
N, = population size at time ¢
K = carrying capacity
0 = scaling parameter defining the shape of
the relationship of population growth
rate to population size

Figure 12 shows some theoretical #-logistic curves.
When 6 is > 1 the curve is convex, and when 6 is < 1 the
curve is concave (Gilpin and Ayala 1973). When 6§ = 1 the
equation simplifies to the normal logistic Equation (9).

The introduction of the 6-logistic raised the ques-
tion about how often it was a better fit than the normal

Figure 13 Population
growth described by the
theta (6) logistic equation
for 3269 time series of
population data in the
Global Population Dynamics
Database. For all of these
curves, 78% of the population
growth curves had 6 <1,
suggesting a concave
regression (see Figure 12).
The black arrows point to § =
1, the value expected if the
normal logistic equation
fitted the observed data.
Each species is represented
only once in the data. Note
that the scale of theta values
is linear between —1 and 2
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Figure 12 Population growth described by the theta ()
logistic equation [Equation (12)]. For all of these curves, K
= 100 and r = 1.0. The red line is identical to that shown in
Figure 2 and represents the normal logistic equation
assumption of a linear decline of population growth rate
with increasing population size.

logistic. Sibley et al. (2005) analyzed time series of pop-
ulation growth for 3269 sets of data and fitted the
0-logistic to each series. Figure 13 shows the frequency
distributions of the resulting #-values. For a majority of
populations of birds, mammals, fish, and insects for
which  we have adequate longterm  data,
0-values are less than 1. A concave relationship in the
0-logistic means that the population growth rate is low
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when populations are below carrying capacity (K), low
relative to what would be predicted if a normal logistic
was fitted in which 6 is assumed to be 1. Populations
that have a concave 6-logistic regression would recover
from a disturbance more slowly than one might predict.

Time-Lag Models
of Population Growth

Animals and plants do not respond instantly to changes
in their environment, and this leads us to consider what
effect time lags might have on population growth mod-
els. We can look at this problem in the simplest way by
changing our assumption that the reproductive rate at
generation ¢ depends on density not in the same genera-
tion but instead on density in the last generation (t — 1)
(see Figure 2). The Working with the Data box “A Simple
Time-Lag Model of Population Growth” gives the details
of how to do these calculations, and Figure 14 shows
the results. A delay in feedback of only one generation
can change a stable population growth pattern into an
unstable one. Maynard Smith (1968, p. 25) has shown
that, defining L = BN:

If 0 < L < 0.25, then stable equilibrium with no
oscillation

WORKING WITH THE DATA

A Simple Time-Lag Model
of Population Growth

Consider a simple population growth model with dis-
crete generations. Assume that the reproductive rate
at generation t depends on density in a linear manner
but that, instead of depending on density at genera-
tion t (as in Figure 2), it depends on density at the pre-
vious generation (t — 1). We measure density as a
deviation from the equilibrium point:

z=N-Ng (13)
where z = deviation from equilibrium density
N = observed population size
N, = equilibrium population size (where Ry = 1.0)

The reproductive rate is described in Figure 2 as a
straight line, Ry = 1.0 — Bz. The population growth
model can thus be written as:

N1 = RoN;

<1 - BZH)M (14)

160 1 # One-generation
[ ] .
[ 4 time lag
B [ °
g 120 ) °
2 e-0-0-00-0-0-0-0-0 N\o time lag
o
'ﬁ 80 ® [ ]
E_ [
)
e 40 v R
p
1 1 1 1 1
0 5 10 15 20 25
Generation

Figure 14 Hypothetical population growth with and
without a time lag, with discrete generations, and with
reproductive rate a linear function of density. Starting
density = 10, slope of reproductive curve = 0.011,
equilibrium density = 100.

If 0.25 < L < 1.0, then convergent oscillation

If L > 1.0, then stable limit cycles or divergent
oscillation to extinction

Compare the results of this time-lag model with
those obtained without any time lags.

which is similar to the preceding treatment except
that the reproductive rate is now defined by the den-
sity of the previous generation. The properties of this
equation depend on the equilibrium density and the
slope of the line.

Let us work out a hypothetical case with a time
lag to illustrate a simple model of time-lag population
growth:

B=0011 N,q=100

Start a population at Ny = 10 (and use N = 10 for
first-generation calculation of the time-lag term). From
Equation (14):

N; = [1.0 — 0.011(10 — 100)]10 = 19.9
N, = [1.0 — 0.011(10 — 100)]19.9 = 39.6
N; = [1.0 — 0.011(19.9 — 100)]39.6 = 74.4

These results are plotted in Figure 14. This popu-
lation oscillates more or less regularly, with a period of
six or seven generations between peaks in numbers, in
contrast to the smooth approach to equilibrium den-
sity that occurred in the absence of a time lag.
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Laboratory populations of Daphnia are a good ex-
ample of the effect of time lags on population growth.
Pratt (1943) followed the development of Daphnia pop-
ulations in the laboratory at two temperatures. The
populations, in 50 mL of filtered pond water, started
with two parthenogenetic females each. Daphnia were
counted every two days and transferred to a fresh cul-
ture. The only food used was a green alga, Chlorella.
Populations at 25°C showed oscillations in numbers,
whereas those at 18°C were approximately stable
(Figure 15). Oscillations that occurred at 25°C resulted
from a delay in the depressing effect of population den-
sity on birth rates and death rates. At 25°C, the birth
rate is affected first by rising density, and only later is
the death rate increased. This causes the Daphnia popu-
lation to continually “overshoot” and then “under-
shoot” its equilibrium density. Note that these
oscillations are intrinsic to the biological system and
are not caused by external environmental changes.

The biological mechanisms in Daphnia that account
for these time lags are now well understood (Goulden
and Hornig 1980). Daphnia store energy in the form of
oil droplets, mainly as triacylglycerols, when food is su-
perabundant. They use these energy reserves once the
food supply has collapsed, so the effects of low food
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Figure 15 Population growth in the water flea (Daphnia
magna) in 50 mL of pond water (a) at 18°C and (b) at
25°C. The numbers of births and deaths have been

doubled to make them visible at this scale. (Modified from
Pratt 1943.)

supply are not instantaneous but delayed. Females can
thus continue to produce offspring even after food has
become scarce. After these energy reserves are ex-
hausted, Daphnia starve and die, producing the oscilla-
tions shown in Figure 15.

So we see that the introduction of time lags into
simple models of population growth permits three pos-
sible alternatives: (1) a converging oscillation toward
equilibrium, (2) a stable oscillation around the equilib-
rium level, or (3) a smooth approach to equilibrium
density. In addition, some configurations of time lags
will produce a divergent oscillation that is unstable and
leads to extinction of the population. These outcomes
are clearly more realistic models of what seems to occur
in natural populations (Forsyth and Caley 2006).

Stochastic Models
of Population Growth

The models we have discussed so far are deterministic
models, which means that given certain initial condi-
tions, each model predicts one exact outcome. But bio-
logical systems are probabilisticc not deterministic.
Thus, we speak of the probability that a female will
have a litter in the next unit of time, or the probability
that there will be a cone crop in a given year, or the
probability that a predator will kill a certain number of
animals within the next month. The realization that
population trends are thus the joint outcome of many
individual probabilities has led to the development of
probabilistic, or stochastic, models.

We can illustrate the basic nature of stochastic
models very simply. Recall the geometric growth equa-
tion, a deterministic model we previously developed for
discrete generations [Equation (1)]:

N1 = RN,

Consider an example in which the net reproductive
rate (R,) is 2.0 and the starting density is 6:

Ny =(2.0)(6) = 12

The deterministic model thus predicts a population size
of 12 at generation 1. In constructing a stochastic
model for this, we might assume that the probabilities
of reproduction are as follows:

Probability
One female offspring 0.50
Three female offspring 0.50

Clearly, on the average, two female parents will
leave four female offspring, so R, = 2.0. Let us use coin
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tosses to construct some numerical examples. If the
coin comes up heads, one offspring is produced; if tails,
three offspring.

Outcome
Parent Trial 1 Trial 2 Trial 3 Trial 4
1 (h)1 (13 (h)1 (13
2 (13 (h)1 (13 (h)1
3 (h)1 (13 (h)1 (h)1
4 (13 (1)3 ()3 ()3
5 (1)3 (13 (13 (h)1
6 (13 (13 (h)1 (h)1
Total population in 14 16 12 10

next generation

Some of the outcomes are above the expected value
of 12, and some are below it. If we continued doing
this many times, we could generate a frequency distri-
bution of population sizes for this simple problem; an
example is shown in Figure 16. Note that populations
starting from exactly the same point with exactly the
same biological parameters could, in fact, finish one
generation later with either as few as six or as many as
18 members.

The population growth of species with overlapping
generations can also be described by stochastic models.
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Figure 16 Stochastic population growth. Frequency
distribution of the size of the female population after one
generation for the example of stochastic population growth
discussed in the text. Ny = 6, Ry = 2.0, probability of having
one female offspring = 0.5, probability of having three
female offspring = 0.5.

Geometric growth in this case follows the differential
equation
dN

— =rN=(b—-dN

i (15)

where b = instantaneous birth rate
d = instantaneous death rate

In the simplest case (the pure birth process), we assume
that d = 0, so no organisms can die. If we assume a sim-
ple binary fission type of reproduction, the probability
that an organism will reproduce in the next short time
interval dt is b dt, in which b is the instantaneous birth
rate. Consider an example where b = 0.5 and N, = 5
(starting population). In one time interval, according to
the deterministic model (Equation 7)

N, = Nye"
N, = (5)e®) = 8.244

For the stochastic equivalent of this simple model,
we must determine two things from the instantaneous
rate of birth:

Probability of not reproducing in one time interval = ¢™* = 0.6065

Probability of reproducing at least once in one time
unit = 1.0 — ¢ " = 0.3935

Thus for five organisms, the chance that none of the five will
reproduce in the next unit of time is
(0.6065)(0.6065)(0.6065)(0.6065)(0.6065) = 0.082

s0, in approximately one trial out of 12, no population
change will occur in the unit of time (N; = 5). We
could laboriously count up all the other possibilities,
remembering that each individual may undergo fission
more than once in each unit of time. Or we may follow
a mathematician’s application of probability theory to
this problem (Pielou 1969, p. 9). The key point is that
probability values inject uncertainty into the predicted
outcome, so that there is much variation in final popu-
lation size when births and deaths are considered in a
probabilistic manner. Figure 17 illustrates these princi-
ples of stochastic models of population growth and
contrasts them with deterministic model predictions.

If we use probabilistic models and allow both births
and deaths to occur randomly, there is a chance that a
population will become extinct. What is the chance of ex-
tinction for a population starting with N, organisms and
undergoing stochastic changes in size with average instan-
taneous birth rate b and death rate d, as in Figure 172
Pielou (1969, p. 17) discussed two cases:

1. Average birth rate greater than average death
rate. These populations should increase
geometrically but may by chance drift to
extinction, particularly during the first few time
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Deterministic

® Probability “masses” prediction

Typical
stochastic
path

Population density

Time

Figure 17 Stochastic model of geometric population
growth for continuous overlapping generations.
Population predictions cannot be represented by a single
value in stochastic models, as they can with deterministic
models, and the uncertainty of the prediction increases over
time. (After Skellam 1955.)

periods if population size is small. The probability
of extinction at some time is given by

d\No
Probability of extinction = () (16)

b

For example, if b = 0.75 and d = 0.25 for N, = 5,
we have:

s _— 0.25°
Probability of extinction = o7s) = 0.0041

Butif b = 0.55, d = 0.45, and N, = 5, then
0.45)°
Probability of extinction = (()55) = 0.367

Thus, the larger the initial population size and
the greater the difference between birth and death
rates, the greater chance a population has of
staying in existence. The effects of random
fluctuations in birth and death rates on individuals
is called demographic stochasticity, or
demographic uncertainty (Soulé 1987). The
important principle is that, even when the birth
rate exceeds the death rate on average, there is a
finite probability of a population going extinct.

2. Average birth rate equals average death rate. These
populations are stationary in numbers, fluctuating
around constant densities, as is typical of the real
world on the average, and by Equation (16):

d\Ne
Probability of extinction = (b) = (1.0)™ = 1.0

as time approaches infinity. Thus, when births equals
deaths on average, extinction is a certainty for any
population subject to stochastic variations in births
and deaths, if we allow a long enough time span.

Stochastic models of population growth thus intro-
duce the important idea of biological variation into the
consideration of population changes. The probability
approach to these ecological problems is consequently
more realistic. The price we must pay for the greater re-
alism of stochastic models is the greater difficulty of the
mathematics. The variation inherent in stochastic mod-
els becomes more important as population size be-
comes smaller just as predictions about the change in
size of an individual family from one year to the next
are much less certain than predictions about the change
in size of the world’s population. If all populations
were in the millions, stochastic models could be elimi-
nated, and deterministic models would be adequate.

Population Projection Matrices

One realistic way of estimating population growth was
pioneered by Patrick Leslie (1945), who calculated pop-
ulation changes from age-specific birth and survival
rates. Such an age-classified model is called a Leslie ma-
trix. Leslie, who worked closely with Charles Elton’s
ecologists at the Bureau of Animal Population in Ox-
ford, was responsible for many applications of mathe-
matics to ecological questions (Crowcroft 1991).

The essential feature of Leslie matrix models is that
the organism’s life cycle is broken down into a series of
stages (Figure 18). Each age class is one stage in a sim-
ple Leslie matrix. Organisms survive from one stage to
the next with probability P,, and they produce a num-
ber of offspring F,. In the conventional life table nota-
tion

Probability that an
individual of age group
x will survive to enter

(17)

I, age group x + 1 at the
next time interval of
the life table
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What Is a “Good"” Population Growth Model?

Raymond Pearl in the 1920s had a vision of the logistic
equation as a universal model of population growth.
We now know that this was too optimistic and that many if
not most episodes of population growth do not fit this
model. In the real world most population growth patterns
are so highly variable that they defy description by a simple
model. Nevertheless, applied ecologists are often faced
with a need to forecast how the population of an endan-
gered species might increase if it were protected, or how a
fish population might recover from overharvesting. So,
what can we do? Our choice of approach depends very
much on how much we already know about the species in
question:

1. Considerable background knowledge. For some
species we know the approximate birth rate, the
number of eggs they lay, the approximate
generation time, and their life expectancy. For
these species we can use the Leslie matrix
models or stage-based matrix models to make a
simple forecast of short-term changes in
population size.

2. Little background knowledge. For many species we
know almost nothing about the vital demographic
parameters. These species are probably best treated
by the use of simple models such as the logistic
equation or the geometric growth equation for short-
term forecasts. We know these simple models are not
precise but they are better than nothing, and
ecologists must often follow the old adage that a
poor model is better than no model.

We must keep in mind that mathematical models
should not be classified as right or wrong, or as valid or
invalid. All models are wrong but some are useful. Models
must be evaluated primarily by their utility in helping to an-
swer a question. All models simplify reality to help us un-
derstand it, and to help us explore what if questions in
population dynamics. So even though we may well con-
clude that the geometric model of population growth is a
poor general model for describing population growth, we
may still decide to use it to forecast the short-term path of
recovery of an endangered frog species. Utility is the key
to deciding which models are valuable to ecologists.

P, P, Ps Py

Figure 18 Population projection matrices. (a) The Leslie
matrix, or age-classified life cycle. Four age classes are shown
in this example, with different fecundities (F,) for each age
class and different probabilities (P,) of surviving from one age
class to the next. (b) A size- or stage-based life cycle, in which
the only added complication is that an individual has
probability P, of remaining in the same life cycle stage in one
time period and a probability G, of surviving and moving on
into the next stage of the life cycle. (After Caswell 2001.)

Number of female offspring born
in one time interval per female

F, =bs, =< agedxtox + 1; these offspring (18)
must survive to enter age group
0 at the next time interval
where I, = number of individuals alive at start of age

interval x
b, = number of births in one time interval per
adult female aged x to x + 1
proportion of the b, offspring that are
alive at the start of the next time interval
q, = probability that an individual of age
group x will not survive to enter age
group x + 1 at the next time interval

Sx

Begin with a population having specified age struc-
ture at time &

N, = number of organisms between ages 0 and 1

N, = number of organisms between ages 1 and 2 (and
so on to the oldest age class)

N, = number of organisms between ages k and k& + 1
(oldest organisms)
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Time units for age in a Leslie matrix are often one
year but can be any fixed time unit, depending on the
organism. Usually only the female population is con-
sidered for sexually reproducing species.

If we assume no emigration and no immigration,
the population’s age structure at the next time interval is
defined as follows:

New age structure
{Number of new organisms at time ¢t + 1}

= FNy + F,N, + F,N, + EN; + .. + N, (19)

k
2, EN;

Number of age 1 organisms at time t + 1 = PN,
Number of age 2 organisms at time t + 1 = P;N,
Number of age 3 organisms at time t + 1 = P,N,

and so on.

Leslie (1945) recognized that this problem could be
cast as a simple matrix problem if one defined a transi-
tion matrix M as follows:

_FO Fl FZ FS F4 FS Fk—l Fk_
P, 0 0 0 0 O 0 o0
O P, 0O 0 0 O 0 o0
0O 0P, 0O 0 O 0 o0
M=|0 0 0 P, 0 0 0 o0 (20)
0 0 0 0 P, O 0 0
-0 0 0 0 0 0 .P_, O

where F, = 0 and P, ranges from 0 to 1. By casting the
present age structure as a column vector, we get

_NO_
Ny
N,

z!
Il

(21)

Leslie showed that the age distribution at any future
time could be found by premultiplying the column vec-
tor of age structure by the transition matrix M:

MN; = N+,
MN; 1 = Niis (22)

Students who are familiar with matrix algebra will ben-
efit from the discussion of the properties of this matrix
in Leslie (1945) and in Caswell (2001).

Lefkovitch (1965) realized that the Leslie matrix
was a special case of a more general stage-based matrix,
in which life history stages replace ages. Such a stage-
based or size-based model is illustrated in Figure 18b.
One new complexity is added to the age-based model:
Whereas all individuals of age x move to age x + 1 after
1 unit of time, in a stage- or size-based model some in-
dividuals will remain in the same life cycle stage. We
thus have two probabilities associated with each stage:

P, = probability that an individual will survive
and remain in stage- or size-class x in the next
time unit

G, = probability that an individual will survive
and move up to the next stage- or size-class x
+ 1 in the next time unit

Note that in stage-based matrices we set the time unit
such that it is impossible for the organism to jump up
two or more stages in one time step.

All of this seems uncomfortably abstract, so let us
look at an example of a size-based matrix model.
Crouse et al. (1987) analyzed the dynamics of the log-
gerhead sea turtle (Caretta caretta), an endangered
species from the Atlantic Ocean off the southeastern
United States. Sea turtles have a long life span that
can be broken down into seven stages based on size.
Table 2 lists these stages along with the size and ap-
proximate age of turtles in each stage. Survivorship
varies with size, and only individuals over 87 cm long
are sexually mature.

The population projection matrix based on this life
history takes the following form:

(23)

The best estimates of the parameters of this matrix are
given in Table 3.

Given this model of population growth for the logger-
head sea turtle, we can ask some interesting questions
about how to reverse the population decline of this endan-
gered species. By holding all but one of the life history pa-
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Table 2 Stage-based life table and fecundity table for the loggerhead sea turtle.2

Stage Size (carapace length)  Approximate age Annual Fecundity
number Class (cm) (yr) survivorship (eggs/yr)

1 Eggs, hatchlings <10 <1 0.6747 0

2 Small juveniles 10.1-58.0 1-7 0.7857 0

3 Large juveniles 58.1-80.0 8-15 0.6758 0

4 Subadults 80.1-87.0 16-21 0.7425 0

5 Novice breeders >87.0 22 0.8091 127

6 First-year remigrants >87.0 23 0.8091 4

7 Mature breeders >87.0 24-54 0.8091 80

aThese values assume a population declining at 3% per year.
SOURCE: Data from Crouse et al. (1987).

T—

able 3 Stage-class population matrix for
the loggerhead sea turtles.2

0 0 0 0 127 4 80
0.6747 0.7370 0 0 0 0 0

0 0.0486 0.6610 0 0 0 0

0 0 0.0147 0.6907 0 0 0

0 0 0 0.0518 0 0 0

0 0 0 0 0.8091 0 0

0 0 0 0 0 0.8091 0.8089

“Estimates based on the life table presented in Table 2, with the
survival estimates broken down into survival within the same stage
and survival and movement into the next stage.

SOURCE: Data from Crouse et al. (1987).

rameters constant, we can investigate quantitatively the
impact of conservation efforts. Figure 19 shows the results
of either increasing fecundity 50% or improving survival
in each stage of the life cycle. Improving fecundity 50%
still leaves the population declining. Maximum improve-
ment is achieved by improving the survival of juvenile tur-
tles. Many sea turtle conservation efforts have been focused
on protecting the eggs on beaches, even though 20-30
years of protecting nests on beaches has produced no in-
crease in sea turtle abundance (Crouse et al. 1987). In fact
this is exactly what the model in Figure 19 would predict.
What is needed for conservation is an improvement of ju-
venile turtle survival at sea. Much juvenile loss is caused
when turtles are caught in shrimp nets and drown, so
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Figure 19 Hypothetical changes in the rate of
population increase of loggerhead sea turtle populations
off the southeastern United States resulting from either
simulated increases of 50% in fecundity or simulated
increases in survival to 100% for the different stages of
the life cycle. For the four stages of the life cycle shown in
red, improving survival or fecundity would still leave the
population in decline. The greatest improvement for this
endangered turtle would occur by improving the survival of
the large juveniles (blue). (From Crouse et al. 1987.)

shrimp trawlers are now being fitted with a device to pre-
vent the capture and drowning of sea turtles (Crowder et
al. 1994).

Stage-based or size-based matrix models have
been used extensively for plant populations in which
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size is a more useful measure of an individual than is
age (Caswell 2001). Matrix models also permit plants
to grow or decrease in size, a biologically useful fea-
ture. The solution to matrix population growth mod-
els based on age- or size stages is just as complex as
those previously illustrated for simple population

I Summary

The growth of a population can be described with
simple mathematical models for organisms with
discrete generations and for those with overlapping
generations. If the multiplication rate is constant,
geometric population growth occurs. Populations
stabilize at finite sizes only if the multiplication rate
depends on population size, and large populations
have lower multiplication rates than small populations.
Simple models for discrete generations can lead to
complex dynamics, from stable equilibria to cycles and
chaos. For species with overlapping generations, the
logistic equation is a simple mathematical description
of population growth to an asymptotic limit.

The S-shaped logistic curve is an adequate
description for the laboratory population growth of
Paramecium, yeast, and other organisms with simple
life cycles. Population growth in organisms with more
complex life cycles seldom follows the logistic curve
very closely. In particular, the stable asymptote of the
logistic is not achieved in natural populations and
numbers fluctuate.

Four different types of population growth models
have been developed to improve on the simple logistic

I Review Questions and Problems

1 List for plants and animals six reasons why the
assumption that population growth at a given point
in time depends only on conditions at that time and
not on past events might be incorrect.

2 Determine the population growth curve for 10
generations for an annual plant with a net
reproductive rate of 6 and a starting density of 35.
Assume a constant reproductive rate [Equation (1)].

growth models. Populations may increase or decrease
geometrically or may show oscillations. Because these
models assume a constant schedule of survival and re-
production, they can be applied to natural popula-
tions only for the short time periods for which this
assumption is valid.

model. The theta (0) logistic model relaxes the
assumption of a linear relationship between
population growth rate and population size in favor of
potential nonlinear relationships. Time-lag models
have been used to analyze the effects of different time
lags on the population growth curve. The introduction
of time lags into the simple models of population
growth can produce oscillations in population size
instead of a stable asymptotic density. Stochastic
models of population growth introduce the effects of
chance events on populations. Populations starting
from the same density and having the same average
birth and death rates may increase at different rates
because of chance events, which can lead to extinction
and are particularly important in small populations.
Matrix models of population growth can be age- or
size-based and thus can be used for plants and animals
alike. Matrix models are ideally suited to asking
hypothetical questions about the contribution of
specific life table parameters to population growth and
to exploring the consequences of alternative
management plans for endangered species or pests.

3 African elephant numbers in Addo National Park,
South Africa, have increased as the table on the
following page indicates (Gough and Kerley 2006).
What shape of population growth curve is shown by
these data? Could one fit a logistic equation to these
data? Why or why not? Calculate the average
instantaneous rate of increase (r) for this elephant
population.
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Year Total no. elephants 4 Determine the population growth curve for the
: annual plant in question 2 if reproductive rate is a
1976 94 linear function of density of the form R, = 1.0 - 0.01z
1977 96 (where z = deviation from equilibrium density),
1978 96 equilibrium density is 3000, and starting density is
35 [Equation (4)]. Repeat under the assumption that
1979 98 there is a one-generation time lag in changing
1980 103 reproductive rate [Equation (14)].
1981 111 5 Determine the doubling time for the following
1982 13 human populations (2006 data) from Equation (8):
1983 120 - -
Realized instantaneous rate
1984 128 .
Country of population growth
1985 138 Sudan 0.026
1986 142 Niger 0.034
1987 151 Canada 0.003
1988 160 Argentina 0.011
1989 170 United Kingdom 0.002
1990 181 Ireland 0.008
1991 189 Russia —0.006
1992 199
1993 205 What assumptions must one make to predict these
1994 220 doubling times?
1995 232 6 Use the theta logistic Equation (12) to contrast the
1996 249 population growth of two insect populations that
1997 261 both have K = 100, r = 0.5, starting population 15,
and differ only in § = 1.0 for population A and 6 =
1998 284 0.4 for population B. Which population grows faster?
1999 315 7 The snapping turtle (Chelydra serpentina) has the
2000 324 following life history parameters shown in the table
below (Cunnington and Brooks 1996). Calculate the
2001 336 . .
course of population growth for a snapping turtle
2002 377 population that begins with eight adults. Compare
2003 388 the demographic rates of this turtle with those of the
loggerhead sea turtle (see Table 3).
Annual probability of survival ~ Probability of remaining Fecundity
Stage of life cycle for this stage in this stage for next year (No. of eggs per year)
Eggs 0.0635 0.0 0
Small juveniles 0.0554 0.6985 0
Large juveniles 0.0554 0.6985 0
Subadults 0.0554 0.6985 0
Novice breeders 0.9660 0.0 15.63
Second-year breeders 0.9660 0.0 15.63
Mature breeders 0.9660 0.9638 15.63
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Discuss how the logistic pattern of population
growth might be changed if K and r are not constant
but vary over time. May (1981, pp. 24-27) discusses
some simple examples.

The giant lobelia Lobelia deckenii keniensis on Mount
Kenya produces on average 250,000 seeds and
flowers every eight years. Average adult survival is
0.984 per year. Plants do not begin setting seed until
they are 50 years old. Assuming for simplicity a two-
stage life cycle (seeds, adult plants), calculate what
survival rate of seeds would produce a stable
population (A = 1.0). How would this survival rate
change if the plants flowered every year instead of
only once every eight years?

A feral house mouse population can increase at r =
0.0246 per day. At this rate of increase, how many
days are needed for the population to double?

Discuss the current projections for the human
population of the Earth for 2050. These projections
can be obtained from the Web site of the Population
Reference Bureau, the U.S. Census Bureau, or the
United Nations Population Division. To what
variables are these projections most sensitive?

If the human population instantly adopted zero
population growth (R, = 1.0), the population would
continue to grow until it reached the stationary age
structure. Keyfitz (1971) showed that such a
population would increase by demographic
momentum, as follows:
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0= %[RO — 1.0}

ra R,

where Q = finite rate of population change
(1.0 = no change)
= crude birth rate per 1000 persons

e = life expectancy at birth in years

r = current rate natural increase per 1000
persons

a = average age at first reproduction in years

R, = current net reproductive rate

A human population growing at these rates would
increase Q times before it reached equilibrium, if
zero population growth was instantly adopted.

Calculate how much the human population of
the Earth would increase from current levels if zero
population growth happened overnight. In 2006 the
human population parameters were: b = 21, e = 67
years, r = 12, a = 22 years, and R, = 1.13.

How sensitive is this estimate to changes in the
birth rate? To changes in average age at reproduction?

Overview Question

Most analyses of population growth describe processes
applicable to unitary organisms. Plants and other modular
organisms also undergo population growth. Discuss the
application of the models discussed in this chapter to
population growth in modular organisms.
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Species
Interactions |
Competition

Key Concepts

Competition between species can result from
exploitation of resources that are in short supply or
from interference in gaining access to needed
resources.

Competition between species can be analyzed with
simple mathematical models based on the logistic
growth equation.

Competition is common in natural populations of
plants and animals, and is particularly strong among
herbivores.

In natural populations, competition over
evolutionary time leads to niche differentiation,
observed as character displacement, which acts to
minimize competition between species.

To understand the effects of competition we need to
study the mechanisms by which it operates and the
resources that are being utilized.
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KEY TERMS

character displacement The divergence in morphology
between similar species in the region where the species
both occur, but this divergence is reduced or lost in
regions where the species’ distributions do not overlap;
presumed to be caused by competition.

fundamental niche The ecological space occupied by a
species in the absence of competition and other biotic
interactions from other species.

Gause's hypothesis Complete competitors cannot
coexist; also called the competitive exclusion principle.

Lotka-Volterra equations The set of equations that
describe competition between organisms for food or
space; another set of equations describes predator-prey
interactions.

niche The ecological space occupied by a species, and
the occupation of the species in a community.

realized niche The observed resource use of a species in
the presence of competition and other biotic interactions;
contrast with fundamental niche.

r-selection The type of natural selection experienced by
populations that are undergoing rapid population
increase in a relatively empty environment.

—

Organisms do not exist alone in nature but instead in a
matrix of other organisms of many species. Many
species will be unaffected by the presence of one an-
other in an area, but in some cases two or more species
will interact. The evidence for this interaction is quite
direct: populations of one species change in the pres-
ence of a second species.

Classification of Species
Interactions

Interactions between populations can be classified on
the basis of either the mechanism of the interaction or
the effects of the interaction (Abrams 1987). Ecologists
use both of these classifications and often combine
them. In categorizing interactions on the basis of mech-
anism, we can identify six interactions between individ-
uals of different species:

e Competition. Two species use the same limited resource,
or seek that resource, to the detriment of both.

e Predation. One animal species eats all or part of a
second animal species.

e Herbivory. One animal species eats part or all of a
plant species.

e Parasitism. Two species live in a physically close,
obligatory association in which the parasite
depends metabolically on the host.

e Disease. An association between a pathogenic
microorganism and a host species in which the
host suffers physiologically.

e Mutualism. Two species live in close association
with one another to the benefit of both.

Some authors do not distinguish parasitism from dis-
ease, or predation from herbivory, and there is great
variability in how loosely these terms are used in the
ecology literature.

In categorizing interactions on the basis of effects, the
most common effects studied are on population growth.
Odum (1983) categorized effects as 0, +, and —. A zero
indicates no effect of one species on the other, a plus indi-
cates that the population has benefited at the expense of
the other, and a minus indicates that the population has
been adversely affected by the other. This system has fatal
flaws for classifying interactions because it does not spec-
ify a time frame for recognizing effects, and more impor-
tantly it cannot describe many indirect interactions
(Abrams 1987) that result when one species affects a sec-
ond species, which in turn affects a third species. Ecologi-
cal communities are composed of many species linked in
complex food webs, and a simple two-species interaction
such as (+,—) cannot adequately summarize the possible
interactions in a web. For this reason, we will define
species interactions based on their mechanism and then
explore the variety of effects these mechanisms can pro-
duce in populations of plants and animals.

In this chapter we discuss the interactions between two
species that result from competition. There are two differ-
ent types of competition, defined as follows (Birch 1957):

® Resource competition (also called scramble or
exploitative competition). Occurs when a number of
organisms (of the same or of different species)
utilize common resources that are in short supply.

e [nterference competition (also called contest
competition). Occurs when the organisms seeking a
resource harm one another in the process, even if
the resource is not in short supply.

In scramble competition, all individuals are equally
affected; there are no “winners” or “losers.” In contest
competition, some individuals acquire resources at the
expense of other individuals, so there are “winners” and
“losers.” Note that competition may be interspecific
(between two or more different species) or intraspecific
(between members of the same species). In this chapter,
we discuss interspecific competition only.

Competition occurs for resources, and a variety of
resources may become the center of competitive inter-
actions. Light, nutrients, and water may be important
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resources for plants, but plants may also compete for
pollinators or for space. Water, food, and mates are pos-
sible sources of competition for animals. In some ani-
mals, competition for space may involve many types of
specific requirements, such as nesting sites, wintering
sites, or resting sites that are safe from predators.
Species must share a common interest in one or more
resources before they can be potential competitors.
Several aspects of the process of competition must be
kept clear. First, animals need not see or hear their com-
petitors. A species that feeds by day on a plant may com-
pete with a species that feeds at night on the same plant if
the plant is in short supply. Second, many or most of the
organisms that an animal sees or hears will not be its com-
petitors. This is true even if resources are shared by the or-
ganisms. Thus, even though oxygen is a resource shared by
most terrestrial organisms, there is no competition for it
among these organisms because this resource is super-
abundant. Third, competition in plants usually occurs
among individuals rooted in position and therefore differs
from competition among mobile animals. The spacing of
individuals is thus more important in plant competition.

Theories on Competition
for Resources

Mathematical models have been used extensively to
build hypotheses about what happens when two
species live together, either sharing the same food, oc-
cupying the same space, or preying on or parasitizing
the other. The classical models of these phenomena are
the Lotka-Volterra equations, which were derived in-
dependently by Lotka (1925b) in the United States and
Volterra (1926) in Italy. More mechanistic models by

Tilman (1982, 1990) have provided another important
perspective on competition theory.

Mathematical Model
of Lotka and Volterra

Lotka and Volterra each derived two different sets of
equations: One set applies to predator-prey interac-
tions, the other set to nonpredatory situations involving
competition for food or space. We are concerned here
only with their second set of equations for nonpreda-
tory competition.

The Lotka-Volterra equations, which describe com-
petition between organisms for food or space, are based
on the logistic curve. We have seen that the logistic
curve is described by the following simple logistic equa-
tions: for species 1,

aNy _ <K1 — N1> )
— =7 E—
dt UK,
and for species 2,
dN, <K2 — N2>
— =N, — 2
Pl e 2)
where N; = population size of species 1
t = time
r; = intrinsic capacity for increase of species 1
K, = asymptotic density or “carrying

capacity” for species 1

and these variables are similarly defined for species 2.
We can visualize two species interacting—that is,

affecting the population growth of each other—with

the following simple analogy illustrated in Figure 1.
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Figure 1 Schematic illustration of the resources two species utilize in competition.
(a) Species 1 has a high utilization rate, and only 16 individuals can be supported in this
habitat. (b) Species 2 uses much less of this resource per individual, and 64 individuals can
be supported. (c) In competition these two species vie for the common resource. The
resource might be nitrogen in the soil for two competing plant species, or a particular
food source for two animal species. The size of the box represents the amount of the

resource that is available for both species.
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Consider the environment to contain a certain amount
of a limiting resource, such as nitrogen in the soil. Species
1 uses this resource, and the environment will hold K; in-
dividuals of this species (shown in green) when all the re-
source is being monopolized. But some of this resource
can also be used by a competitor, species 2 (shown in yel-
low), which in this example needs much less of the re-
source to support one individual.

In most cases, the amount of resource used by one in-
dividual of species 2 is not exactly the same as that used by
one individual of species 1, as illustrated in Figure 1. For
example, species 2 may be smaller and require less of the
critical resource that is contained in the environment. For
this reason, we need a factor to convert species 2 individu-
als into an equivalent number of species 1 individuals. For
this competitive situation, we define

aN, = equivalent number of
species 1 individuals (3)

where o is the conversion factor for expressing species 2
in units of species 1. This is a very simple assumption,
which states that under all conditions of density there is a
constant conversion factor between the competitors. We
can now write the competition equation for species 1 as

dN,

dN, N(Kl—Nl—aN2> 4
dt =Ny K, (4)

This equation is mathematically equivalent to the simple
analogy we just developed. Figure 2 shows this graphi-
cally for the equilibrium conditions, when dN,/dt is zero.
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Population size of species 1

Figure 2 Changes in population size of species 1 when
competing with species 2. Populations in the yellow area will
increase in size and will come to equilibrium at some point on
the blue diagonal line. The sizes of the arrows indicate the
approximate rate at which the population will move toward the
blue diagonal line. The blue diagonal line represents the zero
growth isocline, all those points at which dN;/dt = 0.

The two extreme cases are shown at the ends of the diag-
onal line in Figure 2. All the “space” for species 1 is
used (1) when there are K, individuals of species 1,
or (2) when there are K, /«aindividuals of species 2. Popu-
lations of species 1 below this line will increase in size
until they reach the diagonal line, which represents all
points of equilibrium and is called the isocline. Note that
we do not yet know where along this diagonal we will
finish, but it must be somewhere at or between the
points N; = K; and N, = 0.

Now we can retrace our steps and apply the same
line of argument to species 2. We now have a volume of
K, spaces to be filled by N, individuals but also by N,
individuals. Again we must convert N, into equivalent
numbers of N,, and we define

BN, = equivalent number of
species 2 individuals (5)
where [ is the conversion factor for expressing species 1

in species 2 units.! We can now write the competition

equations for the second species, as follows:
dN, K, = N, — BN1>
a 2( K, (©)

Figure 3 shows this equation graphically for the equi-
librium conditions when dN,/dt is zero.

la and B can be written more generally as a
species i. Thus a = a,, and B= a,,.

;» the effect of species j on

l

Zero L

Ko isocline

Population size of species 2

0 KolB
Population size of species 1

Figure 3 Changes in population size of species 2 when
competing with species 1. Populations in the yellow area
will increase in size and will come to equilibrium at some
point on the blue zero growth isocline, all those points at
which dN,/dt = 0. The sizes of the arrows indicate the
approximate rates at which the population will move toward
the isocline.
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Now if we put these two species together, what might
be the outcome of this competition? Only three out-
comes are possible: (1) Both species coexist, (2) species 1
becomes extinct, or (3) species 2 becomes extinct. Intu-
itively, we would expect that species 1, if it had a very
strong depressing effect on species 2, would win out
and force species 2 to become extinct. The converse
would apply for the situation in which species 2
strongly affected species 1. In a situation in which nei-
ther species has a very strong effect on the other, we

Case 1: N, wins
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might expect them to coexist. These intuitive ideas can
be evaluated mathematically in the following way.
Solve the following simultaneous equations at
equilibrium:
N, 0— dN,
dt dt
This can be done by superimposing figures (such as

Figures 2 and Figure 3) and adding the arrows by
vector addition. Figure 4 shows the four possible

(7)

Case 2: N, wins

o /
o Ko
(]
©
[]
o
(7]
k] /
(]
N
)
.5 Kilo
= \
]
Q.
[
o /
Ki KB
Population size of species 1
Case 4: Unstable equilibrium
K> 1
N
(7]
2
[3]
[
Q.
2 Kilo \
o
()]
N
]
c
L
s /
=]
[=3
]
S /

Ko/B Ki
Population size of species 1

Figure 4 Four possible outcomes of competition between two species. Blue arrows
indicate direction of change in populations, and red dots and red arrows indicate the final
equilibrium points. In the yellow zone, both species can increase; in the green zone, only
species 1 can increase; in the orange zone, only species 2 can increase; and in the white
zone both species must decrease.
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geometric configurations. In each of these, the vector ar-
rows have been abstracted, and the results can be traced
by following the arrows. Species 1 will increase in yel-
low and green areas, and species 2 will increase in yel-
low and orange areas. There are a number of principles
to keep in mind in viewing these kinds of curves. First,
there can be no equilibrium of the two species unless
the diagonal curves cross each other. Thus, in cases 1
and 2, there can be no equilibrium, because one
species is able to increase in a zone in which the sec-
ond species must decrease. These cases lead to the ex-
tinction of one competitor. Second, if the diagonal
lines cross, the equilibrium point represented by their
crossing may be either a stable point or an unstable
point. It is stable if the vectors about the point are di-
rected toward the point, and unstable if the vectors are
directed away from it. In case 4, the point where the
two lines cross is unstable because if in response to
some small disturbance the populations move slightly
downward, they reach a zone in which N; can increase
but N, can only decrease, which results in species 1
coming to an equilibrium by itself at K;. Similarly,
slight movement upward will lead to an equilibrium
of only species 2 at K,.

Tilman's Model

The Lotka-Volterra equations describe competition only
by its results—that is, according to changes in the popu-
lation sizes of the two competing species. In the Lotka-
Volterra models, no mechanisms are specified by which
the effects of competition are produced. Tilman (1987)
criticized this approach to competition and emphasized
that we need to study the mechanisms by which com-
petition occurs.

Tilman (1977, 1982) presented a mathematical
model of competition based on resource use. We
begin our examination of the essential features of
Tilman’s model by considering Figure 5, which illus-
trates the response of an organism to two essential re-
sources; for terrestrial plants these might be nitrogen
and light, for example, or for a freshwater fish these
might be zooplankton concentration and oxygen
level. If the level of abundance of either resource 1 or
resource 2 is too low, the population declines; con-
versely, if both resources are abundant, the popula-
tion increases. The boundary between population
growth and decline is the zero growth isocline of this
species. A second key parameter for Tilman's model is
the rate of consumption of the two essential re-
sources. Each species will consume resources at differ-
ent rates. For example, a plant might utilize water
more rapidly than it utilizes nitrogen. These rates of

Ca
Population can increase

Cp

Limitation by resource 1

Amount of resource 2

Limitation by resource 2

Population must decrease

A

Figure 5 The response of a single species population to
variations in two essential resources (such as nitrogen
and water, for plants). The blue lines represent the zero
growth isoclines, the lower one set by resource 2 and the
left one set by resource 1 (red arrows). Above these
isoclines in the blue shaded area, the population can
increase in size; below these isoclines in the gray area, the
population will decline. In the left side of

the gray area, resource 1 is limiting; in the bottom side

of the gray area, resource 2 is limiting. Only at the
intersection point (blue dot) are both resources
simultaneously limiting. At the hypothetical consumption
vectors C, the organism uses resource 1 more rapidly and
resource 2 more slowly; C,, represents the opposite case.
(Modified from Tilman 1982.)

Amount of resource 1

consumption will determine the slope of the con-
sumption vectors illustrated in Figure 5.

If we repeat this analysis for a second species, we
can superimpose the two zero growth isoclines.
Figure 6 shows the possible outcomes of competi-
tion for the two competing species. In the first case
(Figure 6a), species B needs more of both resources
than species A. Thus species A will win out in com-
petition, and species B will go extinct. The second
case (Figure 6b) is the mirror image of the first case,
and species A goes extinct. In the remaining case
(Figure 6¢) the zero growth isoclines cross, so there
is an equilibrium point. To determine whether this
equilibrium is stable or unstable, we need additional
information on the consumption curves for each
species. At the equilibrium point in Figure 6c,
species A is limited by resource 2, and species B is
limited by resource 1. If species A consumes rela-
tively more of resource 1 than does species B, the
equilibrium point is unstable, and one species or the
other will go extinct. To apply Tilman’s model to a
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Amount of resource 2
Amount of resource 2

Amount of resource 2

Amount of resource 1

(a) Exclusion—species A wins.

Amount of resource 1

(b) Exclusion—species B wins.

Amount of resource 1

(c) Equilibrium coexistence.

Figure 6 Tilman’s model of competition for two essential resources. The zero
isoclines for species A (blue) and species B (red, dashed line) are shown, along with the
consumption rate vectors for each species (C, and C,). For all three cases the regions are
labeled and colored as follows: 1 (gray) = neither species can live; 2 (yellow) = only
species A can live; 3 (blue) = species A wins out in competition; 4 (white) = stable
coexistence; 5 (orange) = species B wins out in competition; 6 (green) = only species B

can live. ® = stable equilibrium point. (From Tilman 1982.)

particular environment, we must know the rate of
supply of the limiting resources to the populations (a
function of the habitat) and the rates of consump-
tion of these resources by each species (represented
by the vectors in Figure 5).

Tilman’'s model provides the same final predic-
tions as the Lotka-Volterra model (compare Figure 6
with Figure 4), but Tilman's model can be extended to
make community-level predictions about species di-
versity and succession (Tilman 1986, 1990). The
strength of Tilman’s model is in its emphasis on mech-
anism, and because of this it can help us understand
more precisely how species interact over limited re-
sources.

Three important ideas have come from these math-
ematical models of two competing species:

1. Competition can lead to one species winning and
the second species going extinct.

2. Some competitive interactions can lead to
coexistence.

3. We can understand competitive interactions only
by knowing the resources involved and the
mechanisms by which species compete.

Now that we have these mathematical formulations
and some simple hypotheses of competitive interac-
tions, we must see if they are an adequate representa-
tion of what happens in actual biological systems.

Competition in Experimental
Laboratory Populations

One of the first and most important investigations of
competitive systems was conducted by a Russian micro-
biologist named Georgyi Frantsevich Gause working at
Moscow University. Gause (1932) studied in detail the
mechanism of competition between two species of
yeast, Saccharomyces cervisiae and Schizosaccharomyces
kephir.2 In the first aspect of his investigations, concern-
ing the growth of these two species in isolation, he
found that the population growth of both species of
yeast was sigmoid and could reasonably be fitted by the
logistic curve.

Gause then asked: What are the factors in the envi-
ronment that depress and stop the growth of the yeast
population? Richards (1928) had previously shown
that when the growth of yeast stops under anaerobic
conditions, a considerable amount of sugar and other
necessary growth substances remain in the cultures. Be-
cause growth ceases before the reserves of food and en-
ergy are exhausted, something else in the environment
must be responsible for the restriction of population
increase. The decisive factor seems to be the accumula-
tion of ethyl alcohol, which is produced by the break-
down of sugar for energy under anaerobic conditions

2These organisms’ scientific names have changed since Gause’s studies.

179



Species Interactions |: Competition

Alcohol o

(] .

concentration
Es0p- ° -5
g [ Y nE
- | _ o
c 40 Population 4 3
k'] growth 'S
@ °
o L Ja®
- 30 [ 4 3 o>
© £
)
>
o
z

N
o
T
1
N

10 -1
[ )
o
| | | | | 0
0 20 40 60 80 100 120

Time (hours)

Figure 7 Population growth (purple) and ethyl alcohol
accumulation (red) in a population of yeast
(Saccharomyces). (After Richards 1928.)

(Figure 7). High concentrations of alcohol kill the new
yeast buds just after they separate from the mother cell.
Richards showed that the yeast growth could be re-
duced by artificially adding alcohol to cultures, and
changes in the pH of the medium were of secondary
importance. Thus with yeast we apparently have a quite
simple relationship, with the population in test tube
cultures being limited principally by one factor: ethyl
alcohol concentration.

When grown separately, the two yeast species re-
acted as shown in Figure 8. From these curves, Gause
calculated logistic curves (calculated in units of vol-
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Figure 8 Population growth of pure cultures of two
yeasts, Saccharomyces and Schizosaccharomyces. (After
Gause 1932.)
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Figure 9 Growth of populations of the yeast
Saccharomyces in pure cultures and in mixed cultures
with Schizosaccharomyces. (After Gause 1932.)
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Gause then investigated what would happen when the
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two yeast species were grown together, and he obtained the
results shown in Figure 9 and Figure 10. Gause assumed
that these data fit the Lotka-Volterra equations, and using

Figure 10 Growth of populations of the yeast
Schizosaccharomyces in pure cultures and in mixed
cultures with Saccharomyces. (After Gause 1932.)
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the equations on the data from the mixed cultures, he ob-
tained the following data:

Competition coefficients

Age of Culture o B
(hr) Saccharomyces Schizosaccharomyces
20 4.79 0.501
30 2.81 0.349
40 1.85 0.467
Mean value 3.15 0.439

The influence of Schizosaccharomyces on Saccharomyces is
measured by o, and this means that, in terms of competi-
tion, Saccharomyces can fill its K; spaces according to the
equivalence

1 volume of Schizosaccharomyces = 3.15 volumes of
Saccharomyces

Note that the o and § values tend to change with
the age of the culture, but as a first approximation we
can assume o and B to be constants.

If alcohol concentration is the critical limiting fac-
tor in these anaerobic yeast populations, Gause argued,
then we should be able to determine the competition
coefficients o and B by measuring the alcohol produc-
tion rate of the two yeasts. He found:

Alcohol production
(% EtOH/mL yeast)

Saccharomyces 0.113

Schizosaccharomyces 0.247

Gause then argued that since alcohol was the limiting
factor of population growth, the competition coeffi-
cients, o and B, should be determined by a direct ratio
of these alcohol production figures:

0.247
a=——"-=218

0.113

0.113
B=—— =046

0.247

These independent physiological measurements agree
in general with those obtained from the population
data given previously. Gause attributed the differences
in the o values to the presence of other waste products
affecting Saccharomyces. Gause assumed that the compe-
tition coefficients would be the reciprocals of each

other, but this assumption need not apply to all cases of
competition.

In many laboratory experiments, a species can do well
when raised alone but can be driven to extinction when
raised in competition with another species. When Birch
(1953b) raised the grain beetles Calandra oryzae and
Rhizopertha dominica at several different temperatures, he
found that Calandra would invariably eliminate Rhizopertha
at 29°C (Figure 11) and that Rhizopertha would always
eliminate Calandra at 32°C (Figure 12). Birch found that
he could predict these results from the intrinsic capacity for
increase; for example,

r Temperature Winner
Calandra 0.77 29.1°C Calandra
Rhizopertha 0.58
Rhizopertha 0.69 32.3°C Rhizopertha

Calandra 0.50

Thus we could change the outcome of competition by
changing only one component of the environment,
temperature, by only 3°C.

In all the grain beetle experiments just discussed,
one species or the other died out completely. All these
situations fall under cases 1 or 2 in our treatment of the
Lotka-Volterra equations. What about case 3, in which
the species coexist? Yeasts coexisted in Gause’s experi-
ments; does coexistence ever occur in grain beetles?

Under the conditions of extreme crowding in labo-
ratory experiments, it is possible for two species to live
together indefinitely if they differ even slightly in their
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Figure 11 Population trends of adult grain beetles
(Calandra oryzae and Rhizopertha dominica) living
together in wheat of 14% moisture content at 29.1°C.
Calandra eliminates Rhizopertha in competition at this
temperature. (After Birch 1953b.)
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Figure 12 Population trends of adult grain beetles
(Calandra oryzae and Rhizopertha dominica) living
together in wheat of 14% moisture content at 32.3°C.
Calandra goes extinct and Rhizopertha wins in competition
at this temperature. (After Birch 1953b.)

requirements. For example, Crombie (1945) reared the
grain beetles Rhizopertha and Oryzaephilus in wheat and
found that they would coexist indefinitely. The larvae of
Rhizopertha live and feed inside the grain of wheat; the
larvae of Oryzaephilus live and feed outside the grain.
(The adults of both species have the same feeding behav-
ior, feeding outside the wheat grain.) Apparently these
larval differences were sufficient to allow coexistence.

Gause (1934) found that Paramecium aurelia and
P. bursaria would coexist in a tube containing yeast.
P. aurelia would feed on the yeast suspension in the
upper layers of the fluid, whereas P. bursaria would feed
on the bottom layers. This difference in feeding behav-
ior allowed these species to coexist.

Thus by introducing only very slight differences in
the environment, or given very slight differences in
species habits, coexistence can occur between compet-
ing animal species under laboratory conditions.

Competition in Natural
Populations

We now come to the question of how these theoretical
and laboratory results apply to nature. In asking this
question, we come up against a controversy of modern
ecology, the problem of Gause’s hypothesis.

Gause (1934) wrote: “As a result of competition
two similar species scarcely ever occupy similar niches,
but displace each other in such a manner that each
takes possession of certain peculiar kinds of food and
modes of life in which it has an advantage over its com-
petitor” (p. 19). Gause referred to Elton (1927), who
had defined niche as follows: “The niche of an animal

means its place in the biotic environment, its relations
to food and enemies” (p. 64). Thus Elton used the term
niche to describe the role of an animal in its commu-
nity, so one could speak (for example) of a broad herbi-
vore niche, which could be further subdivided.

Gause went on to say that the Lotka-Volterra equa-
tions do “not permit any equilibrium between the com-
peting species occupying the same ‘niche, and [lead] to
the entire displacing of one of them by another. . . .
Both species survive indefinitely only when they occupy
different niches in the microcosm in which they have
an advantage over their competitors” (p. 48). Gause
identifies case 3 (stable coexistence) with the situation
of “different niches” and cases 1, 2, and 4 with the situ-
ation of “same niche.”

Gause himself never formally defined what is called
Gause's hypothesis. In 1944 the British Ecological So-
ciety held a symposium on the ecology of closely re-
lated species. An anonymous reporter (who turned out
to be David Lack) wrote that year in the Journal of Ani-
mal Ecology that “the symposium centered about Gause's
contention (1934) that two species with similar ecology
cannot live together in the same place...” (p. 176).

As is usual, several workers immediately searched out
and found earlier statements of “Gause’s hypothesis.”
Monard, a French freshwater biologist, had expressed the
same idea in 1920, and Grinnell, a California biologist,
had written much the same thing in 1904. Darwin appar-
ently had the same idea but never clearly expressed it. The
solution to this has been to drop the use of names and
call this idea the competitive exclusion principle, which
Hardin (1960) states succinctly: “Complete competitors
cannot coexist.” The competitive exclusion principle en-
capsulates the conclusions of the Lotka-Volterra models
for competition.

The concept of the niche is intimately involved with
the competitive exclusion principle, and so we must clar-
ify this concept first. The term niche was almost simulta-
neously defined to mean two different things. Joseph
Grinnell, who in 1917 was one of the first to use the
term niche, viewed it as a subdivision of the habitat:
Each niche was occupied by only one species. Elton in
1927 independently defined the niche as the “role” of a
species in the community. These vague concepts were in-
corporated into Hutchinson'’s redefinition of the niche
in 1958. If we consider just two environmental vari-
ables, such as temperature and precipitation, and deter-
mine for each species the range of values that allow the
species to persist, we can produce an analysis like that in
Figure 13. This ecological space in which the species
can survive is defined as the realized niche of that
species. We could measure other environmental vari-
ables, such as pH or soil nutrients for plants, until all the
ecological factors relative to the species have been meas-
ured. In an ideal world we could measure the ecological
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Figure 13 Schematic illustration of how we can define the
realized niche of a species in which the key limiting
resources are temperature and precipitation. First, we
determine the environmental characteristics of the geographic
area occupied by the species. Only two environmental
variables are used for illustration, but this approach could be
extended to three or more variables. Given these data, we
define the realized ecological niche of the species (red ellipse).
We can now project this ecological niche model back into
geographic space to predict both the native range the species
could occupy and the possible geographic range it might
occupy in a newly invaded landscape.

space occupied by the species in the absence of competi-
tion and other biotic interactions, and this ecological
space would define the fundamental niche of the
species—the set of resources the species can utilize in the
absence of other organisms.

This idea of a fundamental niche has some practi-
cal difficulties. It has an infinite number of dimensions,
and thus we cannot completely determine the funda-
mental niche of any organism. The fundamental niche
is thus an abstract concept, and we can measure only
the realized niche of a species, as illustrated in Figure

13. The realized niche is the observed resource use of a
species in the presence of competition.

The fundamental niche, which describes a species’
role in the absence of competition and other interac-
tions, can be measured for some species in the labora-
tory. When species are deliberately or accidentally
introduced into new regions, they often leave behind
their competitors and predators, so that they occupy
more of their fundamental niche.

Given that we have now defined a realized niche,
we can next ask whether two species in the same com-
munity can exist in a single niche. Does competitive
exclusion occur in natural communities? Before answer-
ing this question, we must realize that every hypothesis
has its limits, and thus we should be careful to set
down at the start some situations in which competitive
exclusion would not be expected to occur. These situa-
tions are (1) unstable environments that never reach
equilibrium and are occupied by colonizing species,
(2) environments in which species do not compete for
resources, and (3) fluctuating environments that reverse
the direction of competition before extinction is possi-
ble (Hutchinson 1958).

Field naturalists were the first to question Gause’s
hypothesis. They pointed out that one might see in the
field many examples of closely related species living to-
gether and apparently in the same habitat. Anyone who
has made field collections of plants or insects will attest
to the great number of species living in close associa-
tion. This observation brings us to the ecological para-
dox of competition: How can we reconcile the frequent
extinction of closely related species in laboratory cul-
tures with the apparent coexistence of large numbers of
species in field communities?

Ecologists have developed two simple views in at-
tempting to answer this question. One holds that compe-
tition is rare in nature, and since species are not
competing for limited resources, there is no need to ex-
pect evidence of competitive exclusion in natural com-
munities. The other view holds that competition has been
very common throughout the evolutionary history of
communities and has resulted in adaptations that serve to
minimize competitive effects.

How common is competition in nature? Much inves-
tigation has centered on closely related species on the as-
sumption that taxonomic similarity should promote
competition. Robert MacArthur of Princeton University
was instrumental in bringing the study of competition to
the fore in North America because of his theoretical and
empirical work on birds. His classic research was on a
group of closely related birds in the boreal forests of New
England. Five warbler species of the genus Dendroica co-
exist in these forests, and all of these warblers are insect
eaters and about the same size. Why does one species not
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exterminate the others by competitive exclusion, if
Gause’s hypothesis is correct? MacArthur (1958) showed
that these warblers feed in different positions in the
canopy (Figure 14), feed in different manners, move in
different directions through the trees, and have slightly
different nesting dates. The feeding-zone differences seem
sufficiently large to explain the coexistence of the black-
burnian, black-throated green, and bay-breasted warblers.
The myrtle warbler is uncommon and less specialized
than the other species. The Cape May warbler is different
from these other species because it depends on occasional

Myrtle warbler

Black-throated green warbler

irruptions of forest insects to provide a superabundant
food source for its continued existence. During irruptions
of insects, the Cape May warbler increases rapidly in num-
bers and obtains a temporary advantage over the others.
During years between irruptions, they are reduced in
numbers to low levels.

Thus closely related species of birds either live in
different sorts of places or else use different sorts of
foods. One possible explanation is that these differences
arose because of competition in the past between closely
related species. In keeping with Gause’s hypothesis and

Blackburnian warbler
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Figure 14 Feeding positions of five species of warblers in the coniferous forests of
the northeastern United States. The zones of most concentrated feeding activity are
shaded. B = base of branches, M = middle of branches, T = terminal portions of
branches. The blackburnian warbler is illustrated. (After MacArthur 1958.)
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its associated selection pressure, species either “moved”
to different places and so avoided competition, or they
changed their feeding behavior to avoid competition.
What we observe now is the “ghost of competition past”
(Connell 1980). This explanation may be correct but
there is a logical difficulty in testing the hypothesis that
competition has caused two species to differ (Simberloff
and Boecklen 1981). Two species are always somewhat
different from each other as a by-product of speciation,
and consequently observing differences between species
does not necessarily mean that competition caused the
differences. This fundamental difficulty means that de-
scriptive studies of species differences by themselves are
not useful for understanding the importance of compe-
tition in natural populations. Experimental work is
needed on populations that are possible competitors,
and the important issue is the significance of competi-
tion between species at the present time.

Animal ecologists have attributed the coexistence of
many different species to these species’ abilities to spe-
cialize in their diet: herbivores feed on different plant
species or different parts of plants, and carnivores feed
on different animal species, or eat both plants and ani-
mals. Thus many food resources are available to ani-
mals. But all plants need only a few resources, and it
has never been clear how all the plant species we see
can coexist in natural communities (Grace 1995). One
possible explanation is that plant communities are not
in equilibrium, so competition can never reach the end
point of competitive exclusion. How might this work?
One way to approach this dilemma has been described
as the paradox of the plankton.

The phytoplankton of marine and freshwater envi-
ronments consists of a large number of autotrophic
species that utilize a common pool of nutrients and
undergo photosynthesis in a relatively unstructured
environment. How can all these species coexist espe-
cially given that, because natural waters are often defi-
cient in nutrients, competition should be strong and
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competitive exclusion should be common? This
dilemma, the paradox of the plankton, has been aptly
described by Hutchinson (1961) as a possible excep-
tion to the competitive exclusion principle. Hutchin-
son suggested that these species could coexist because
of environmental instability; before competitive dis-
placement could have time to occur, seasonal changes
in the lake or the sea would occur. The phytoplankton
may thus be viewed as a nonequilibrium community
of competing species and thus are not an exception to
the principle of competitive exclusion.

All vascular plants require water, light, and nutri-
ents, and consequently competition between plants
over essential resources is common. Plant ecologists
have developed several methods for studying the effect
of one plant species on a competing species. The most
common approach is through the use of replacement
series either in the field or in the greenhouse. Replace-
ment series were pioneered by the Dutch ecologist C.
T. de Wit nearly 50 years ago (de Wit 1960). A replace-
ment series can be viewed schematically as an array of
plots with different combinations of the two species.
Figure 15 illustrates a replacement series for two
species. In this series, the density of plants is kept con-
stant, and only the percentage composition is
changed. The variables of interest are the yield of
each species and the combined yield of both species.
Competition between the two species, as well as com-
petition among individuals of the same species, deter-
mines the yield. Figure 16 illustrates the results from
one replacement series involving perennial ryegrass
(Lolium perenne) and white clover (Trifolium repens)
(Jolliffe 2000). The total yield was maximal when
clover comprised about 65%-75% of the mixture, in-
dicating that the mixture was more productive than ei-
ther single-species monoculture in this experiment.
This study is then repeated with combined densities
greater than 24 plants per plot to explore how
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Figure 15 Replacement series for the study of plant competition. Schematic
illustration of four plots in which the density of plants is held constant and the composition
varied from a monoculture of species A (green dots) to various mixtures and a

monoculture of species B (red dots). (Data from Jolliffe 2000.)
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Figure 16 Results from replacement series for the
study of plant competition. An example of a replacement
series for perennial ryegrass (green, top diagram) and white
clover (red, lower diagram). At this particular plant density
there is evidence of competition between these two species
because yields decline in the presence of the competing
species. (Data from Jolliffe 2000.)

these relationships vary with overall plant density.
Since replacement series are short-term experiments, it
is rare to observe competitive exclusion of the inferior
competitor.

Plant interactions can have a positive effect on other
plants, a phenomenon called facilitation. The focus of
ecologists on negative effects has tended to obscure pos-
itive effects that might be common, and in natural
ecosystems both positive and negative effects occur. In
arid environments, competition among roots for water
should be expected, and range managers have long been
interested in improving arid zone grazing by replacing
shrubs such as sagebrush with grasses or legumes.
Holzapfel and Mahall (1999) tested for the effects of
competition and facilitation between a desert shrub
(Ambrosia dumosa, burroweed) and annual grasses and
herbs in the Mojave Desert of California. By eliminating
shrubs the investigators could measure both the positive
and negative effects in this desert system, where water is
the limiting factor. Figure 17a shows the experimental
design and the means by which the investigators could
separate positive and negative effects, and Figure 17b
shows the results of this analysis. Annual grasses and
herbs had strong negative effects on Ambrosia, measured
by water balance and by shrub growth. By contrast,
Ambrosia had strong positive effects on all the annual
plant species, improving biomass, seed production, and
survival. Shading by shrubs lowers ambient temperature
and improves water availability to annuals, and this is
the mechanism behind facilitation. Plant-plant interac-
tions are not always negative.

Interspecific competition has been analyzed in a wide
variety of plants and animals during the past 50 years,
and we can now ask how frequently competition occurs
between species in nature, and how strong its effects are.
Gurevitch et al. (1992) have tabulated the results of 218
competition experiments. To compare different groups of
plants and animals, they defined effect size in the usual
statistical manner:

X, — X.
s

Effect size = (8)
where X, = mean biomass of the control group
(with competition)
X, = mean biomass of the experimental group
(without competition)
s = standard deviation of both groups pooled

Since the experimental treatments involve the re-
moval of potential competitors, a positive effect size
means that competition is reducing the density or
biomass of the species. A negative effect size implies fa-
cilitation, a higher density or biomass under conditions
of interaction.

Competition had a strong overall effect in 218 stud-
ies covering 93 species (average effect size = 0.8; Gure-
vitch et al. 1992). Figure 18 shows the average effect
sizes in four categories of organisms. Several general
trends are apparent in this figure. Plants and carnivores
showed relatively small effects of interspecific competi-
tion, compared with herbivores. Considerable variation
in competitive effects is apparent within herbivores.
Some herbivores like frogs and toads show strong effects
of interspecific competition, while other herbivores like
marine molluscs show only moderate effects. The overall
conclusion of this survey of interspecific competition is
that it occurs frequently (but not always) in natural pop-
ulations, and that more information is needed on the
mechanisms by which competition operates in nature
and how large the effects of competition might be in dif-
ferent species groups.

Gause’s hypothesis would seem to predict that if
two competitors are very similar, competition would
lead to the rapid extinction of one species or the other
because of very strong competition. One way to test
this hypothesis using laboratory populations is to use
strains of microorganisms with known genetic differ-
ences. Kashiwagi et al. (1998) used mutants of the
bacterium Escherichia coli to test for competition be-
tween two strains that differ at a single genetic locus,
the smallest possible difference between competitors.
They found that these two mutants would coexist in a
chemostat, even when the starting population sizes of
the two strains were varied. These results suggest that
Gause’s hypothesis should be rejected as a general
ecological model for competition, since even the
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Figure 17 The analysis of competition and facilitation between the desert shrub
Ambrosia dumosa (burroweed) and annual grasses and herbs in the Mojave Desert.
(a) The experimental design to measure the net effect of annual plants on shrubs and
shrubs on annual plants. (b) The average results of this interaction, which includes growth,
seed production, water balance, and mortality. (Data from Holzapfel and Mahall 1999.)
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smallest differences can permit coexistence of closely
related forms.

The role of competition in natural populations can
be analyzed in several ways (Wiens 1989). We can
search for patterns in resource utilization to determine
how much different species overlap in their resource
use. One good example comes from the study of the
diets of five species of terns on Christmas Island in the
! Pacific Ocean (Figure 19). Terns on Christmas Island
Herbivores  Carnivores  All species are ecologically segregated according to their diets, and
these data are consistent with the idea that competition
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Figure 18 Relative strength of competition between
species as measured by mean effect size on biomass in
93 species of organisms in diverse groups. Mean effect
size is demonstrated in Equation (8). Ninety-five percent
confidence limits are shown for each category. (Data from
Gurevitch et al. 1992, Table 1))

has favored ecological divergence in diets. Schoener
(1986b) compiled data from many studies of this sort
that show ecological segregation. Even if such segrega-
tion occurred by evolutionary changes in the past, it is
still an open question whether interspecific competi-
tion is operating today in these populations.

187



188

Species Interactions |: Competition

Sooty

-

Brown noddy

80 [~

Fairy
eor .
40 - -

20

60 - Black noddy

Percentage of diet
(@]

%

40

20

100

80 Blue-grey noddy

60 ‘ . %
40
20

1 1 1 1 1 |

o 2 4 6 8 10 12 14 16 18
Fish body length (cm)

Figure 19 Resource partitioning in five species of terns
on Christmas Island, Pacific Ocean, as seen in frequency
distributions of prey size. Terns are arranged in order of
size from the largest species at the top to the smallest at the
bottom. The two largest terns are nearly the same size and
eat very similar sizes of fish, but the sooty tern feeds at sea
several hundred kilometers from land and the brown noddy
tern feeds within 100 km of land. (From Ashmole 1968.)

Wiens (1989) pointed out that in order to show
that interspecific competition occurs, one must demon-
strate that the species involved overlap in resource use
and that competition over these resources has negative
effects. Table 1 lists criteria that ecologists use to be-
come more convinced that interspecific competition is
producing negative effects in modern populations.
Much of the data on resource utilization, such as Figure
19, satisfy criteria 1 and 2 only. A second, better way to
analyze competition is thus to conduct experiments of
the type described earlier. Humans have inadvertently
conducted some of the best experiments in competition
by introducing species into new areas.

Some introduced ants have extended their distribu-
tions with the help of human beings and in the process
have eliminated the native ant fauna through competi-
tion. Relatively few species of ants have shown a strik-
ing ability to displace resident species. The Argentine
ant (Linepithema humile), which was first discovered in
California in 1907 and has been spreading ever since,
is displacing native ants in many temperate and sub-
tropical areas (Holway 1999). Holway (1999) has ana-
lyzed the reasons for the strong competitive ability of
Argentine ants. He found that Argentine ants were
more effective at exploitative competition than native
ants in northern California. Baits set out at fixed dis-
tances from ant colonies were found within four min-
utes by Argentine ants, in contrast to the 10-35
minutes required by native ants. Argentine ants were
not more successful in direct aggression—sometimes
native ants won, and sometimes Argentine ants won.
The situation concerning chemical defensive com-
pounds is similar: both native ants and Argentine ants
produced chemical repellents that worked equally well
against other species. The key to Argentine ant success
seems to be in pure numbers—they are more numer-
ous than native ants, because they form supercolonies.
Whereas native ants form individual colonies and de-
fend the territory around their colony from other ants,
Argentine queens and workers move freely between
different nests without any territorial defense. Worker
numbers are much larger in supercolonies, and Argen-
tine ants thus overwhelm their competitors by force of
numbers. By securing most of the food resources in an
area, Argentine ants can drive competing native ant
species extinct.

We should not assume that competition in natural
populations is always occurring. Wiens (1977) has ar-
gued that competition may be rare in some populations
because of high environmental fluctuation. According to
this argument, populations are typically below the carry-
ing capacity of their environment, and thus resources
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Criteria for establishing the occurrence of interspecific competition, listed according to

the strength of the evidence for its occurrence in natural populations.

Criteria Strength of evidence
1. Observed checkerboard patterns of distribution consistent with predictions Weak
2. Species overlap in resource use 2
3. Intraspecific competition occurs Suggestive
4. Resource use by one species reduces availability to another species 2
5. One or more species is negatively affected Convincing

6. Alternative process hypotheses are not consistent with patterns

SOURCE: Wiens (1989), p. 17.

are plentiful. Occasionally a “crunch” occurs, a period of
scarcity in which competition does occur. This may hap-
pen only once every five or ten years, or even less fre-
quently, implying that competition may be difficult to
detect in most short-term studies.

Evolution of Competitive
Ability

If two species are competing for a resource that is in
short supply, both would benefit by evolving differ-
ences that reduce competition. The benefit involved is a
higher average population size for each species, and
presumably a reduced possibility of extinction. But in
many cases it will be impossible to evolve differences
that reduce competition. Consider, for example, food
size as a limiting resource. If species A evolves such that
it uses smaller food items than species B, it still may en-
counter a third species, C, that also feeds on small-sized
food. Thus species may be constrained by a web of
other possible competitors, such that the option of
evolving to avoid competition is not always feasible. If a
species cannot avoid competition, it must evolve com-
petitive ability. Competitive ability is one element of
the more general problem of the evolution of life his-
tory strategies.

Ecologists have used two general approaches to the
general question of the evolution of competitive ability
as an element in life history strategies. Animal ecologists
have utilized the theory of r-selection and K-selection
first proposed by MacArthur and Wilson (1967), while
plant ecologists have utilized a related theory of plant
strategies, the C-S-R model developed by Grime (1979).

Theory of r-Selection and K-Selection

The idea of competitive ability in animals is an ecologi-
cal concept that is intuitively clear but difficult to define,
and to understand how competitive ability might evolve
we need to look at life history strategies more broadly.
To understand life history evolution, we can begin with
the Lotka-Volterra equations for competition, which are
based on the logistic curve for each competing species.
Two parameters characterize the logistic curve of each
competing species: 1 (rate of increase) and K (saturation
density). We can characterize organisms by the relative
importance of r and K in their life cycles.

In some stable environments, organisms exist near
the asymptotic density (K) for much of the year, and
these organisms are subject to K-selection. In other un-
stable or unpredictable habitats the same organisms
may rarely approach the asymptotic density but instead
remain on the rising portion of the curve for most of
the year; these organisms are subjected to r-selection.
MacArthur and Wilson (1967) defined r-selection and
K-selection to be density-dependent natural selection.
As a population initially colonized an empty habitat,
r-selection would predominate for a time, but ulti-
mately the population would come under K-selection.

Species that are r-selected seldom suffer much pres-
sure from interspecific competition, and hence they
evolve no mechanisms for strong competitive ability
(Table 2). Species that are K-selected exist under both
intraspecific and interspecific competitive pressures.
The pressures of K-selection should thus push organ-
isms to use their resources more efficiently.

If K-selection is a complete description of compet-
itive ability, we should be able to predict the outcome
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able 2 Characteristics of r-selected species and K-selected species. Many species will have
characteristics intermediate between these two extreme life history strategies.

r-selected life history

K-selected life history

Small-sized organisms

Many small reproductive units (seeds, spores, offspring)
Little energy used per reproductive unit

Early maturity

Short expectation of life

Single reproductive episode (semelparous)

Type 3 survival curve (Figure 6)

Large-sized organisms

Few larger reproductive units

Much energy used to produce one reproductive unit
Late maturity and often parental care

Long life expectancy

Many reproductive episodes (iteroparous)

Type 1 or 2 survival curve

of competition in laboratory situations by knowing
the K values for the two competing species. We cannot
do this, however, because of the third parameter in the
Lotka-Volterra equations for competition—the compe-
tition coefficients & and B. Species can evolve compet-
itive ability by the process of a-selection (Gill 1974).
Any mechanism that prevents a competitor from gain-
ing access to limiting resources will increase a (or )
and thereby improve competitive ability. Most types of
interference competition fall into this category. Terri-
torial behavior in mammals and birds, and allelo-
pathic chemicals in plants, are two examples of
interference attributes that keep competing species
from using resources.

One major evolutionary problem with a-selection
is that the strategy of interference often affects mem-
bers of the same species as well as members of
competing species, such that competitive ability is
achieved only at the expense of a reduction in the
species’ own values of r and K. An example is a shrub
that produces chemicals that retard the germination
and growth of competing plants but that also induces
autointoxication after several years (Rice 1984). An
individual’s negative effects on members of its own
species present no evolutionary problem so long as
the affected individuals do not include the individual
itself or its kin.

Alpha-selection for interference attributes can also
operate when organisms are at low density. In animals,
the evolution of a broad array of aggressive behaviors

has been crucial in substituting ability in mock combat
for ability to utilize resources in competition in many
situations (MacArthur 1972), and we can recognize an
idealized evolutionary gradient:

Low density — colonization and growth (r selection)

High density — resource competition (K selection)
\
High density — interference mechanisms (« selection)
prevent resource competition

Populations may exist at all points along this evo-
lutionary gradient because competition for limiting re-
sources is only one source of evolutionary pressure
that molds the life cycles of plants and animals (Roff
1992).

Grime's Theory of Plant Strategies

Vascular plants face two broad categories of factors that
affect their growth and reproduction. One category
includes shortages of resources such as light, water,
or nitrogen; temperature stresses; and other physical-
chemical limitations. This category Grime (1979) called
stress. A second category includes all the factors classi-
fied as disturbances, including grazing, diseases, wind
storms, frost, erosion, and fire. Grime examined the
four possible combinations of these two categories and
recognized that, for one combination, no strategy was
possible:
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Intensity of stress

Intensity of

disturbance Low High

Low Competitive (K) Stress-tolerant
strategy strategy

High Ruderal (weed or r) None possible

strategy

If stress and disturbance are too severe, no plant can
survive. Grime (1979) suggested that the other three
strategies formed the primary focus of plant evolution,
and that individual plant species have tended to adopt
one of these three life history models.

The three strategies can be diagrammed as a trian-
gle (Figure 20), which emphasizes that these three
strategies represent trade-offs in life history traits. A
plant cannot be good at all three strategies but must
trade off one set of traits against another (Wilson and
Lee 2000). Competitive plants show characteristics of
K-selection—dense leaf canopies, rapid growth rates,
low levels of seed production, and relatively short life

100

100 75 50 25 0
Importance of stress

Figure 20 Grime's triangle model of plant life history
strategies. Plant attributes evolve within this life history
space depending on the relative importance of three
factors: competition (C), stress (S), and disturbance
(represented by R, for ruderal or weed strategy). It is for
these factors that this model is also called the C-S-R model.
(Modified from Grime 1979.)

spans—and many perennial herbs, shrubs, and trees
show these characteristics. Stress-tolerant plants often
have small leaves, slow growth rates, evergreen leaves,
low seed production, and long life spans. Ruderals are
weeds that thrive on disturbance; they exhibit small
size, rapid growth, are often annual plants, and devote
much of their resources to seed production. Ruderals
are the r-strategists of the plant world.

The evolution of competitive ability, although viewed
differently by botanists and zoologists, has achieved a
convergence of ideas. Both - and K-selection theory and
Grime’s theory describe well the trade-offs organisms
must face in evolutionary time. Organisms cannot be-
come good at everything, and adaptations are always a
compromise between conflicting goals.

Westoby's Leaf-Height-Seed
Theory of Plant Strategies

One problem with the C-S-R triangle theory of Grime
(1979) is that it has been difficult to place a particular
species at a point within the triangle by measuring some
ecological traits. Mark Westoby (1998) proposed an al-
ternative scheme of plant strategies that is empirically
based on three measures of plants that can be readily
taken in the field. The three axes of Westoby’s scheme are:

e Specific leaf area—the light-capturing area
deployed by the plant per unit of dry mass
allocated to leaves

e Height of the plant canopy at maturity

e Seed mass

Both plant height and seed mass are readily measured
for plants. Specific leaf area is somewhat more difficult
to conceptualize. It measures the light-catching area
deployed by a plant, and is analogous to the expected
rate of return on investment. A high specific leaf area
allows the plant to obtain a shorter payback time on a
gram of leaf matter invested in a leaf. A plant species
employing a low specific leaf area achieves a longer life
span through higher structural strength and some-
times by way of defensive chemicals such as tannins.
Plants may produce many small seeds or fewer large
seeds, and we expect ruderal or r-selected species of
plants to produce many small seeds and competitive or
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Figure 21 Percentage of plant seedlings surviving the
first week after germination in relation to seed size. Data
for 112 species from tropical to temperate habitats were used.
Seed mass is on a logarithmic scale. There is a significant
positive relation, indicating that larger seeds are more likely to
survive the first week after emergence, but there is wide
scatter from different species, so that not all small seeds
survive poorly. (Data from Moles and Westoby 2004.)

K-selected plants to produce fewer smaller seeds. If seed
survival was constant over all seed sizes, we would pre-
dict that small seed producers would win out. But this
clearly does not happen, and one hypothesis is that
large-seeded species make up for their low seed produc-
tion by increased survival during seedling establishment.
There is no relationship between seed mass and survival
to the newly emerged seedling stage, but survival to one
week of age is higher in plant species with larger seeds
(Figure 21). Moles and Westoby (2004) concluded that
this survival advantage of larger seeds was not large
enough to permit larger-seeded species to outcompete
smaller-seeded plants unless larger-seeded species had a
longer reproductive life span. There is a clear trade-off
between a plant producing many small seeds, each
with a lower chance of establishment, and producing
fewer larger seeds, each with a high chance of successful
establishment (Westoby et al. 2002). However, the
exact quantitative trade-offs need to be measured more
carefully to decide which of these strategies will be fa-
vored by natural selection in a particular competitive
environment.

Character Displacement

One evolutionary consequence of competition between
two species has been the divergence of the species in
areas where they occur together. This sort of divergence is
called character displacement (Figure 22) and can arise

Species A

(a) Geographic distribution

Species B

Species A /—“
/
/

Character mean

Distance

(b) Character changes

Figure 22 Schematic view of character displacement
arising from interspecific competition in the zone of
overlap of two species. The character measured must be
one that is critical in competition between the species. This
scheme is inferred as an explanation of the observations
illustrated in Figure 23.

for two reasons. Because two closely related species must
maintain reproductive isolation, some differences between
them may evolve that reinforce reproductive barriers. In
other cases, interspecific competition causes divergence in
critical niche dimensions. Character displacement is an im-
portant ecological hypothesis because it assumes that
species too similar to one another could not coexist with-
out diverging due to interspecific competition. Observa-
tions of character displacement are thus consistent with the
predictions of Gause’s hypothesis.

Character displacement is often inferred from stud-
ies in areas where the two species occur together and
where they occur alone. Figure 23 gives a classic exam-
ple of character displacement from Darwin'’s finches on
the Galdpagos Islands. Before we conclude that this ex-
ample is a good illustration of evolutionary changes in
competing populations, we must satisfy six criteria
(Schluter and McPhail 1992):

1. The pattern observed could not have occurred by
chance.

2. The observed phenotypic differences should have a
genetic basis.

3. The trait differences should result from actual
evolutionary changes.

4. The morphological differences should reflect
differences in resource use.
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Figure 23 Character
displacement in beak size in
Darwin's finches from the
Galdpagos Islands. Beak depths
are given for Geospiza fortis and
G. fuliginosa on islands where
these two species occur together
(upper three sets of islands) and
alone (lower two islands).
Geospiza magnirostris is a large
finch that occurs on some
islands. (After Lack 1947.)
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5. The sites of sympatry and allopatry should not
differ greatly in environmental factors that affect
the phenotype.

6. There must be independent evidence for
competition between the species.

For Darwin’s finches, all these criteria are satisfied
(Grant and Grant 2006). The change in beak size in
Geospiza fortis in isolation on Daphne Island, for exam-
ple, is much greater than one would predict from
observed variation on any of the other islands. Beak
characters in G. fortis have a very high heritability (off-
spring resemble parents), which suggests that the varia-
tion in beak depth in Geospiza shown in Figure 23 is
largely genetic in origin. There is good observational ev-
idence of competition for food in Darwin'’s finches.
Many examples of character displacement in the
feeding morphology of carnivores have been measured.
One example comes from three closely related small car-
nivorous marsupials that live on Tasmania—the spotted-

18 19 20 21

22 23

tailed quoll (Dasyurus maculatus), the eastern quoll
(Dasyurus viverrinus), and the Tasmanian devil (Sarcophilus
laniarius). Because these carnivores are sexually dimor-
phic (males are about twice the size of females), the sexes
must be considered separately. Figure 24 shows the even
spacing of body mass in these three carnivores that is con-
sistent with the hypothesis of character displacement in
the past (Jones 1997).

There are now many cases in which character dis-
placement has been conclusively demonstrated (Dayan
and Simberloff 2005). These cases all attest to the im-
portant role of interspecific competition in the evolu-
tion of species traits.

Apparent Competition
and Indirect Effects

Competition between species is usually thought of in
terms of two species directly interacting over limited re-
sources. But organisms of different species may interact
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Figure 24 Character
displacement in body size in
the carnivorous marsupials of
Tasmania. There is a regular
progression of body sizes that is
reflected in their hunting
behavior and prey eaten, and this
character displacement is most
readily explained by interspecific
competition for food in the past.
(Data from Jones 1997.)

Tasmanian devil
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directly or indirectly (Figure 25). Interference competi-
tion occurs by direct effects in which, for example, two
species of birds vie for access to tree holes for nesting.
Exploitative competition involves indirect effects be-
cause the two species have no interactions with each
other but interact only through a third species or a
shared resource. For example, if buffalo and grasshop-
pers eat the same grass, exploitative competition may
occur even though buffalo have nothing directly to do
with grasshoppers. Indirect effects are often surprising
and can take on a variety of forms (Abrams 1987). Holt
(1977) pointed out how indirect effects could produce
apparent competition. Consider two herbivores, such as

4 6 8 10
Body mass (kg)

rabbits and pheasants, that do not eat any of the same
foods or compete for any essential resources. If these
two species have a common predator, an increase in the
abundance of rabbits could increase the abundance of
the predator, which might then eat more pheasants and
reduce their numbers. In systems like this, one could
easily be fooled into thinking that two species were
competing because when one increased in numbers, the
other decreased, and vice versa. The important idea here
is that we should try to understand the mechanisms
behind interactions between species and not simply de-
scribe how numbers may go up or down without know-
ing why.

Competition Apparent Competition
(1) Interference: (2) Exploitation: (3) Indirect (4) Indirect
a direct indirect interaction, interaction,
. interaction interaction, via a shared via other species
Trophic level via a shared enemy on same
resource trophic level
E
Natural enemies (E) AA
(herbivores, parasites,
pathogens)
° ® a ©
L ] ® ®
Plants (P) P4 Py P, P, Pi o Py P4 Py ° Ps
° ° A
» 1 .
Limiting resources (R)
(light, water, minerals,
vitamins, etc.)
L R [

Figure 25 lllustration of possible pathways of interspecific competition, in this case
for plants. Solid lines are direct interactions, dashed lines are indirect ones. An arrowhead
indicates a positive effect, a circle indicates a negative effect. A similar type of interaction
scheme can be applied to animals. Species can affect the abundance of other species

without direct interactions. (After Connell 1990.)
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What Is a Phase Plane, and What Is an Isocline?

he dynamics of two interacting populations can be il-
lustrated graphically in two ways:

1. Time series. This is the usual way that population data
are plotted, with population size on the y-axis and
time on the x-axis. For two or more interacting
populations there will be two or more lines on the

graph.

2. Phase plane. By taking cross sections of the time
series plot, one can abstract time from the diagram
and plot species 1 numbers (x-axis) directly against
species 2 numbers (y-axis). This type of diagram is
called a phase plane. Figure 2 is an example, and
phase-plane diagrams will be used in this chapter to
illustrate the changes of one species population
relative to another.

Phase planes are most useful for plotting models that
have an equilibrium as a final solution. For population growth
we are interested in the equilibrium that represents zero pop-
ulation growth dN,/dt = 0. The line connecting all points that
have zero population growth is called the zero growth iso-
cline for that population. A simple thought-experiment will il-
lustrate how the zero growth isocline can be constructed.
Consider Figure 2 with respect to species 1 numbers:

1. Start a population in the upper right corner of
the graph, with high numbers of species 1 and

species 2 individuals. Species 1 will decrease in
numbers because it is above carrying capacity in
this simple model. From your starting point put
an arrow on the graph pointing to the left for
species 1.

2. Now start another population in the upper left side of
the graph, with low numbers of species 1 and high
numbers of species 2. Species 1 will now increase in
numbers because it is below carrying capacity. Put
another arrow on the graph pointing to the right from
this starting point.

3. Somewhere between these extremes you could
start a population that would not change in
numbers for species 1 because it was exactly
at carrying capacity for the fixed number of
species 2. This point would be on the zero growth
isocline.

4. Repeat these thought-experiments many times
all over the area of this graph (the “phase plane”),
placing arrows in the direction of movement of
the species 1 population. Eventually you
would define the blue diagonal line shown in
Figure 2.

You have now constructed a phase-plane diagram
with a zero growth isocline.

I Summary

Competition is a negative interaction between species
that occurs when both species strive to obtain
resources that each needs. Theoretical models of
competition indicate that, in cases of competition
between two similar species, one species may be
displaced, or both may reach a stable equilibrium.
The possibility of displacement has given rise to the
competitive exclusion principle, which states that
complete competitors cannot coexist. Under simple
laboratory conditions, one species often becomes
extinct but sometimes coexists with another species.
Natural communities show many examples of the
coexistence of similar species, and this must be
reconciled with the principle of competitive
exclusion. One approach to solving this paradox is to

suggest that natural communities are in a constant
state of flux so that competition is interrupted in
nature, and hence final ecological displacement is not
observed. Another approach is to suggest that
competition has occurred and that the interrelations
we now see are the outcome of competition,
displacement, and subsequent evolution in the past,
the “ghost of competition past.” Organisms evolve
competitive ability by becoming more efficient
resource users and by developing interference
mechanisms that keep competing species from using
scarce resources.

Interspecific competition is common and can exert
a major influence on population size in many natural
populations. Experimental work suggests that the
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effects of competitive interactions in field populations
are greater in herbivores than in plants or carnivores.
Detailed studies of the mechanisms of competition
between species are needed to understand multispecies
systems and to predict patterns in natural and
agricultural communities.

Character displacement, or the evolution of
morphological difference between competing species,
is commonly observed in closely related species that
live in the same area. Competition theory predicts that
species will shift in the morphological traits that relate
to the way in which competition occurs. Character

R—

eview Questions and Problems

1 The introduced house sparrow (Passer domesticus)
competes with the native house finch (Carpodacus
mexicanus) in the western United States for nesting
sites, and the house finch seems to lose out more
frequently in interference competition both at feeders
and at nest sites, even if nesting sites are not limited. In
1940 the house finch was introduced into the eastern
United States. Discuss the potential impact of this
eastern introduction of the house finch on the house
sparrow, and list the observations and experiments you
would like to do to investigate this species interaction.
Bennett (1990) summarizes data on these species.

2 Black bears and grizzly bears in North America are
presumed to be in competition. Discuss the
resources for which they might be competing, and,
following Table 1, design field experiments that
would determine if they are competing and what the
mechanisms of competition are. Apps et al. (2006)
discuss one approach to this question.

3 Charles Darwin in The Origin of Species (1859,
Chapter 3) states:

As the species of the same genus usually have,
though by no means invariably, much
similarity in habits and constitution, and
always in structure, the struggle will generally
be more severe between them, if they come
into competition with each other, than
between the species of distinct genera.

Discuss.

4 This chapter has discussed interspecific competition.
What should be the relationships between
interspecific competition and intraspecific
competition? How could one measure the relative
strengths of these two types of competition for a
plant or animal species?

5 Both Adelie penguins and minke whales feed on
crystal krill (Euphausia crystallorophias) and Antarctic

displacement thus follows as a prediction from the
competitive exclusion principle of Gause.

The evolution of competitive ability can be
evaluated within a broad framework of the evolution of
life history traits. Weedy species colonize quickly and
avoid competition and are often referred to as r-selected
species, while species in stable communities are under
evolutionary pressure to minimize competition by
niche differentiation and specialization and are often
referred to as K-selected species. Life history evolution
in all organisms involves trade-offs in many
dimensions, of which competitive ability is only one.

silverfish (Pleuragramma antarcticum) in the Western
Ross Sea of Antarctica. How could you determine if
there is competition between these two species in a
large-scale system in which no possible experimental
manipulation can be performed? Ainley et al. (2006)
discuss this competitive interaction.

6 Many trees such as oaks and spruces are long-lived
and form extensive mature forests but still produce
many small seeds frequently throughout their long
life. Discuss why this mixture of K-selection and
r-selection traits (Table 2) might evolve.

7 Analyze the yeast results of Gause (1932) by the use
of Lotka-Volterra plots (as in Figure 4), and predict
the outcome of this competition from the estimates
of o, B, K, and K.

8 Fruiting plants may compete with birds that disperse
their seeds. If this competition occurs, it would
benefit plants to evolve a sequence of fruit ripening
times that do not overlap and thereby avoid
interspecific competition. How could you test for
character displacement in fruiting times in woody
plants? Burns (2005) discusses this problem.

9 Competition for light in trees should produce an
immediate benefit for individuals that are taller than
their neighbors. Discuss the factors that may affect
the height to which trees grow in terms of the costs
and benefits of being tall. Koch (2004) discusses this
problem.

10 Where in Grime’s triangle (see Figure 20) would one
expect to find annual plants? Trees? Cacti? What
characteristics of plants might one use to quantify
these three axes?

Overview Question

Sheep, rabbits, eastern grey kangaroos, and red kangaroos are
possible competitors for food in the rangelands of eastern
Australia. Design an interactive flowchart for testing the
presence and intensity of competition among these herbivores.
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Key Concepts

Predator-prey interactions can be analyzed with
simple models for one predator-one prey systems.

Simple models of predation often lead to predator-
prey cycles rather than a stable equilibrium.

Laboratory systems rarely lead to stable interactions
between predators and prey, but they show the
importance of prey refuges and spatial
heterogeneity.

Predation can be broken down into components—
numerical, functional, developmental, and
aggregative responses of predators to prey—to aid
our understanding of the predation process.

Multiple predator-multiple prey systems lead to
more complex dynamics, and show the importance
of predation to the evolution of escape behavior
and warning coloration in animals.

From Chapter 11 of Ecology: The Experimental Analysis of Distribution and Abundance, Sixth Edition. Eugene Hecht.

Copyright © 2009 by Pearson Education, Inc. Published by Pearson Benjamin Cummings. All rights reserved.
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KEY TERMS

aposematic \Warning coloration, indicating to a predator
that this prey is poisonous or highly defended against attack.

coevolution The mutual evolutionary influence between
two species; each party in a coevolutionary relationship
exerts selective pressures on the other, thereby affecting
each others’ evolution, back and forth.

environmental heterogeneity Variation in space in any
environmental parameter such as soil pH or tree cover.

functional response The change in the intake rate of a
predator in relation to the density of its prey species.

generalist predators Predators that eat a great variety of
prey species.

handling time The time utilized by a predator to
consume an individual prey item.

numerical response The change in the numbers or
density of a predator in relation to changes in the density
of its prey species.

optimal foraging theory A detailed model of how
animals should forage to maximize their fitness.

prey isocline The contour line of densities of predator
and prey at which the prey are in equilibrium; the impact of
a predator exactly balances the prey's rate of population
growth, so the prey population growth rate is zero.

safe sites For animals, sites where prey individuals are
able to avoid predation; for plants, sites where seeds can
germinate and plants can grow.

—

In addition to competing for food or space, species may
interact directly via predation. Predation in the broad
sense occurs when members of one species eat those of
another species. Often, but not always, this involves the
killing of the prey. Humans are now one of the major
predators of the Earth’s ecosystem. We prey on fishes in
the oceans, and hunt grouse, geese, and deer for sport.
In this chapter we explore how predation operates and
what we need to know to understand its effects.

Five specific types of predation may be distin-
guished. Herbivores are animals that prey on green
plants or their seeds and fruits; often the plants eaten
are not killed but may be damaged. Typical predation
occurs when carnivores prey on herbivores or on other
carnivores. Insect parasitoids are a type of predator that

lay eggs on or near the host insect, which is subse-
quently killed and eaten. Parasites are plants or animals
that live on or in their hosts and depend on the host for
nutrition. They do not consume their hosts and thus
differ little in their effects from herbivores. Finally, can-
nibalism is a special form of predation in which the
predator and the prey are members of the same species.
All these processes can be described initially with the
same kind of mathematical models, and we will begin
by considering them together as “predation” in the
broad sense.

Predators do not interact only with their prey
species: they can also interact with one another via com-
petition (Figure 1). Competition between predators
may be indirect when both predator species eat the same
prey species that is in short supply, or it may be indirect
via prey species that themselves compete for space or
food. The important point is that predation in nature
goes on within a context of other biotic interactions, in-
cluding competition.

Predation is an important process from three points
of view. First, predation on a population may restrict dis-
tribution or reduce abundance of the prey. If the affected

H Hy €«<————> H,
(a) (b)

Figure 1 Schematic diagram of possible indirect effects
(dotted arrows) between two predator species P, and P,
that eat herbivores H; and H,. (a) Indirect effects via
exploitation. Two predators that share a common prey species
may interact indirectly through exploitative competition of the
common prey species such that there could be an indirect
effect of P; on P,. (b) Indirect effects without competition. Two
predators eat two different prey species and do not interfere
with one another and do not compete for food. But
competition between the two prey species can cause effects on
either or both predators indirectly. For example, if H; increases,
P, will increase, H, will decrease because of competition with
H;, and because H, decreases, P, will also decrease. This
indirect effect between the two predators is called apparent
competition because an examination of predator numbers
alone suggests that P, increases and P, decreases as a result of
these interactions. The important point is that food web
linkages can produce effects between two predators that
ecologically do not interact directly.
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animal is a pest, we may consider predation useful. If the
affected animal is a valuable resource like caribou or do-
mestic sheep, we may consider the predation undesir-
able. Second, along with competition, predation is
another major type of interaction that can influence the
organization of communities. Third, predation is a major
selective force, and many adaptations we see in organ-
isms, such as warning coloration, have their explanation
in predator-prey coevolution.

We begin our analysis of the predation process by
constructing some simple models. All these models
have the underlying assumption that we can isolate in
nature a system consisting of one predator species and
one prey species.

Mathematical Models
of Predation

The models we discuss in this section are of two types:
those for organisms with discrete generations and those
for organisms with continuous generations.

Discrete Generations

First we explore a simple model of predator-prey inter-
actions using a discrete generation system. In seasonal
environments, many insect parasitoids (predator) and
their insect hosts (prey) have one generation per year
and can be described by a model of the following type.

Assume that a small prey population will increase
in the absence of predation, and this increase can be de-
scribed by the logistic equation:

Ny = (1.0 = Bz)N, (1)

where N; = population size
t = generation number
B = slope of reproductive curve
z, = (N, — N,q) = deviation of present
population size from equilibrium
population size in the absence of the
predator

In the presence of a predator, we must subtract from this
equation a term accounting for the individuals eaten by
predators, and this could be done in a number of ways. All
the prey above a certain number (the number of safe
sites) might be killed by predators, or each predator
might eat a constant number of prey. If, however, the
abundance of the prey is determined by the abundance of

predators, the whole predator population must eat pro-
portionately more prey when prey are abundant and pro-
portionately less prey when prey are scarce. They could do
this by becoming more abundant when prey are abundant
or by being very flexible in their food requirements. We
subtract a term from the prey’s logistic equation:

Nyy1 = (1.0 = Bz)N, — CN,P, (2)

where P, = population size of predators in
generation ¢
C = a constant measuring the efficiency of
the predator

What about the predator population? We assume
that the reproductive rate of the predators depends on
the number of prey available. We can write this simply as

P = QN/P, (3)

where P, = population size of predator
N = population size of prey
t = generation number
Q = a constant measuring the efficiency of
utilization of prey for reproduction by
predators

Note that if the prey population (N) were constant, this
equation would describe geometric population growth
for the predator.

To put these two equations together and interpret
them, we must first obtain the maximum reproductive
rates of both predator and prey. When predators are ab-
sent and prey are scarce, the net reproductive rate of the
prey will be, approximately,

Ny = (1.0 = BNeq)NL (4)

or
NL+1

N,

R= =1.0 - BN, (5)
where R = maximum finite rate of population
increase of the prey

For the predator, when the prey population is at equilib-
rium and predators are scarce, predators will increase at

Py = QNequ (6)

or

P,
§ =

L= QN @)

where S is the maximum finite rate of population in-
crease of the predator.

Let us now work out an example. Let the maxi-
mum rate of increase of the prey (R) = 1.5 and N, =
100, so that the absolute value of the slope of the re-
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productive curve B = 0.005. Assume that the constant
C measuring the efficiency of the predator is 0.5. Thus

N+, = (1.0 — 0.005z,)N, — 0.5N,P, (8)

Assume that under the best conditions, the predators
can double their numbers each generation (S = 2.0), so
that the constant Q is

S = QN
2.0 = Q(100) 9)
or
Q = 0.02 (10)
Consequently, the second equation is
P,yq = 0.02N,P, (11)

Start a population at N, = 50 and P, = 0.2:

N, = (|1.0 — 0.005(50 — 100)|50) — [(0.02)(50)(0.2)|
=62.5 5.0 =575
P, = (0.02)(50)(0.2)

A stable oscillation in the numbers of predators and
prey is only one of four possible outcomes; the others are
stable equilibrium with no oscillation, convergent oscilla-
tion, and divergent oscillation leading to the extinction of
either predator or prey. Maynard Smith (1968) has shown
that the range of variables for a stable equilibrium with-
out oscillation is very restricted. An example will illustrate
this solution. Let N, = 100, B = 0.005, and C = 0.5 for
the prey, while Q = 0.0105 (S = 1.05) for the predator.
For the first generation, from a starting population of
50 prey and 0.2 predators:

N; = (/1.0 = 0.005(50 — 100)|50) — [(0.5)(50)(0.2)]
= 62.5 — 5.00 = 57.50

P, = (0.0105)(50)(0.2)
= 0.105

Similarly,

=02

For the second generation,

N; = (1.0 = 0.005(57.5 — 100)|57.5)

N P
Second generation 66.70 0.063
Third generation 75.70 0.044
Fourth generation 83.20 0.035
Fifth generation 88.70 0.031

—(0.5)(57.5)(0.2)|
= 069.72 — 5.75 = 63.97
P, = (0.02)(57.5)(0.2)
=0.2
These calculations can be carried over many generations

to produce the results shown in Figure 2—a cycle of
predator and prey numbers.
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Figure 2 Population changes in a hypothetical
predator-prey system with discrete generations. For the
prey population Ne, = 100, B = 0.005, and C = 0.5. For the
predator, Q = 0.02.

The populations show decreasing small oscillations
and gradually stabilize around a level of 95.2 for the
prey and 0.048 for the predator.

Discrete generation predator-prey models show a
variety of dynamic behaviors much like those seen in
discrete population growth models.

Continuous Generations

Many predators and prey have overlapping genera-
tions, with births and deaths occurring continuously;
vertebrate predators provide many examples. For the
continuous-generation case, Lotka (1925) and Volterra
(1926) independently derived a set of equations to de-
scribe the interaction between populations of preda-
tors and prey. Vito Volterra, a professor of physics in
Rome, became interested in population fluctuations in
1925 when his daughter became engaged to a young
marine biologist who was studying the effects of World
War I on fish catches in the Adriatic. The early models
of Lotka and Volterra were unrealistic, and other mod-
els that are capable of greater biological realism have
replaced them (Berryman 1992). The best general
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models were developed by Rosenzweig and MacArthur
(1963) as graphic models.

Consider first the population growth of a prey
species in relation to predator and prey abundance
(Figure 3). Now do a hypothetical experiment: con-
struct a series of populations at different predator and
prey densities, and at each point measure whether the
prey increase or decline. For example, at point A in
Figure 3 there are many predators, and prey will cer-
tainly decline. At point B, there are few predators, and
prey will increase. At point C there are many predators
and many prey, and excessive predation will drive prey
numbers down. By following this process for a series of
points we can divide the area of the graph into a zone
of prey increase and a zone of prey decrease. This fixes
the prey isocline, the boundary between these two
zones at which the rate of increase of the prey popula-
tion is zero. At equilibrium the prey population must
exist somewhere on this line. Lotka and Volterra made
the simple assumption that the prey isocline was a hor-
izontal line (see Figure 3), but in the more realistic
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Figure 3 The prey isocline of the Rosenzweig-
MacArthur model for a predator-prey interaction. In the
purple zone the prey can increase in abundance. The simple
model of a horizontal prey isocline assumed by Lotka and
Volterra is shown in blue. The hump-shaped Rosenzweig-
MacArthur prey isocline is more realistic than the Lotka-
Volterra isocline because as prey numbers increase more
predators can be supported but at a diminishing rate. As
prey numbers build up, prey begin to limit their own
increase because of food shortage, disease, or social
interactions. At the hump of the isocline a maximum
number of predators can be supported. Above the hump, at
higher prey numbers, the prey isocline curve falls off
because the dominant limitation on the prey rate of
increase comes from prey intraspecific competition, and
fewer predators are needed to hold down the prey rate of
increase. (After Rosenzweig and MacArthur 1963.)

Rosenzweig-MacArthur model the prey isocline always
has a “hump.” What ecological factors cause a hump-
shaped prey curve? The key process is that, as prey num-
bers build up, prey begin to limit their own rate of
increase because of food shortage, disease, or social in-
teractions. To the left of the hump, the dominant limi-
tation on the prey is from the predators. Above the
isocline hump, at higher prey numbers, the prey iso-
cline curve falls off because the dominant limitation on
the prey rate of increase comes from prey intraspecific
competition, and predator limitation on the prey be-
comes less and less significant. The exact shape of the
prey curve will depend on the demographic characteris-
tics of the prey and the carrying capacity of the environ-
ment, which sets an upper limit to prey abundance.

Now consider the population changes of a predator
that is food-limited at low prey densities and eats only a
single prey species. When prey numbers are high, pred-
ator numbers should increase. But at high predator den-
sity, predators stop increasing because of other
limitations, such as territorial behavior in wolves or a
shortage of burrow sites for predatory crabs. The result-
ing predator isocline is shown in Figure 4. The preda-
tor isocline will not always be this shape, and not all
predators will have exactly the same shape of isocline. A
key point to note is that the more efficient the predator,
the more the predator isocline is positioned to the left
in Figure 4.

By superimposing the two isoclines in Figures 3 and
4, we get a graphic model of a predator-prey interaction.
In this case, by examining the vectors around the equi-
librium point, we can see that this is a stable equilib-
rium for both predator and prey (Figure 5a). In the
lower right quadrant (C in Figure 5), the prey is decreas-
ing but the predator is increasing, so the vector points
upward and inward. The lower left quadrant (B) repre-
sents increasing prey and decreasing predators. The
upper left quadrant represents both species decreasing.
This model, the Rosenzweig-MacArthur model of preda-
tor-prey interactions, is useful because we can explore in
a graphic manner the effects of simple changes to the
predator-prey system.

Consider the situation in which the predator is not
restricted by any limitations other than its food supplies
(the assumption of Lotka and Volterra). In this case the
predator isocline is vertical and remains linear (Figure
5a). This system is stable, and if disturbed from equilib-
rium, it will show convergent oscillations back to the
equilibrium point. Now consider this same system with
a more efficient predator. Predator efficiency in this
graphic presentation means that the predators can sub-
sist on lower prey numbers, so the predator isocline is
moved to the left on the graph (Figure 5b). When the
predator isocline intersects the prey isocline to the left
of the hump, there is no point equilibrium for the sys-
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Figure 4 The predator isocline of the Rosenzweig-
MacArthur model for predator-prey interaction. In the pink-
colored zones the predator can increase in abundance. (a) In
the simple model of a vertical isocline assumed by Lotka and
Volterra, there is a single prey density above which predator
populations can grow, and below which they decrease. (b) A
more realistic predator isocline, which bends to the right
because as predators increase in number they compete with
one another for breeding sites and other resources. Not all
predators will have the same shape of isocline.

tem, and populations endlessly follow a stable cycle
around the hypothetical equilibrium point. The farther
the equilibrium point is from the hump of the prey iso-
cline, the larger will be the amplitude of the resulting
cycles and the greater the possibility of extinction.

The Rosenzweig-MacArthur model of predator-prey
interactions thus reveals a wide variety of dynamic be-
havior, from stability to strong oscillations. This model
provides a focus for asking simple questions about
predator-prey systems, such as, What would happen if
prey became less abundant? The model also serves as
an entry point into understanding the more complex
real world.

All these predator-prey models make a series of
simplifying assumptions about the world, including a
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Figure 5 The predator and prey isoclines superimposed
for the Rosenzweig-MacArthur model for predator-prey
interaction. The equilibrium points are indicated by red
dots, and the vectors from points A, B, and C indicate the
direction of movement in the phase plane. (a) When the
predator isocline intersects the prey isocline to the right of
the hump, there is a stable equilibrium point, regardless of
the exact shape of the predator isocline. (b) When the
predator isocline intersects the prey isocline to the left of
the hump, limit cycles like those in Figure 2 arise.
Depending on the exact slopes of the lines, these cycles
may be large enough to lead to the extinction of the
predator, the prey, or both. The key point is that predator-
prey systems that intersect to the left of the hump in the
prey zero isocline are unstable compared with those that
intersect to the right of the hump.

homogeneous world in which there are no refuges for
the prey or different habitats, and that the system is one
predator eating one prey. Relaxing these assumptions
leads to more complex and more realistic Rosenzweig-
MacArthur models (Hastings 1997).

The classical form of the Rosenzweig-MacArthur model
uses a vertical predator isocline, as in Figure 6, which im-
plies that the rate of increase of the predator population
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Figure 6 Predator-prey isoclines in (a) the classical
Rosenzweig-MacArthur model and (b) the ratio-
dependent model.

Two prey isoclines are shown for less productive (blue) and
more productive (purple) habitat. Increasing prey
productivity changes only the equilibrium predator
abundance from A to B in the classical model, but changes
both predator and prey abundance in the ratio-dependent
model. The equilibrium intersection points are shown by
dotted lines, and the resulting equilibrium numbers of
predators and prey by the dots on each axis.

is controlled completely by the density of the prey. In this
model the exact equilibrium for the prey species depends
only upon the predator’s characteristics. In particular, if
the productivity of the prey population increases, the
equilibrium density of the prey does not change (Figure
6a). All the gain in prey productivity goes to the predators,
which increase in abundance. An alternative model, the
ratio-dependent model suggested by Arditi et al. (1991),
postulates a predator isocline that runs diagonally upward
(Figure 6b). The ratio-dependent model assumes that the
predation rate depends on the ratio of predators to prey,
rather than just on prey numbers alone (Arditi et al. 1991;
Akcakaya et al. 1995). These two models make quite differ-
ent predictions about the relationship between prey abun-

dance and predator abundance. In the ratio-dependent
model, as prey productivity is increased, predator and prey
equilibria both rise. In some biological systems the classi-
cal theory may be adequate, but in other systems the ratio-
dependent theory fits better.

The simple models of predation that we have just
discussed are interesting in that they indicate that oscilla-
tions may be an outcome of a simple interaction between
one predator species and one prey species in an idealized
environment. In discrete generation systems, the out-
come of a simple predation process may be stable equi-
librium, oscillations, or extinction. Discrete systems are
more likely to lead to extinction in a fluctuating environ-
ment (Gotelli 1998). We next consider evidence from
laboratory and field populations to see how well these
simple models fit real predator-prey systems.

Laboratory Studies
of Predation

Laboratory systems can be set up in which the major as-
sumptions of predator-prey models can be met, and then
we can investigate how these simple laboratory systems
work before we tackle the more complex natural world.

Gause (1934) was the first to make an empirical test
of the models for predator-prey relations. He reared the
protozoans Paramecium caudatum (prey) and Didinium na-
sutum (predator) together in an oat medium. In his initial
experiments, Didinium always exterminated Paramecium
and then died of starvation—that is, the system went to ex-
tinction (Figure 7a)—and this is not very interesting bio-
logically. Extinction occurred under all the circumstances
Gause used for this system—making the culture vessel very
large, introducing only a few Didinium, and so on. The
conclusion was that the Paramecium-Didinium system did
not show either a stable equilibrium or a stable limit cycle.
Gause thought that stability could not be achieved be-
cause of a biological peculiarity of Didinium: It was able to
multiply very rapidly even when prey were scarce, the indi-
vidual Didinium becoming smaller and smaller in the
process.

Gause then introduced a complication into the sys-
tem: To the oat medium he added sediment, which
constituted a refuge for the prey. Paramecium in the sed-
iment were safe from Didinium, which never entered it.
In this system, the Didinium again eliminated the
Paramecium, but only from the clear-fluid medium;
Didinium then starved to death, and the Paramecium
hiding in the sediment emerged to increase in numbers
(Figure 7b). The experiment ended with many prey and
no predators. The system had reached a stable point
predicted by the mathematical model, but it was a bio-
logically uninteresting system with the predators ex-
tinct. In doing these experiments Gause added an
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Figure 7 Predator-prey interactions between the
protozoans Paramecium caudatum and Didinium nasutum
in three microcosms. (a) Oat medium without sediment,

(b) oat medium with sediment, and (c) oat medium without
sediment and with immigration. (After Gause 1934.)

important idea to our understanding of predation: the
potential importance of refuges for prey species.

Gause, quite determined, tried yet another system,
introducing immigration into the experimental setup.
Every third day he added one Paramecium and one
Didinium, which produced the results shown in Figure
7c. Gause concluded that in Paramecium and Didinium
stable oscillations in predator and prey numbers are
not a property of the predator-prey interaction itself, as
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Figure 8 Densities (per unit area of orange) for the
prey mite Eotetranychus sexmaculatus and the predator
mite Typhlodromus occidentalis, with 40 oranges, 20 of
which provided food for the prey (good habitat)
alternating with 20 foodless (covered) oranges (poor
habitat). (After Huffaker 1958.)

some models predict, but apparently are a result of con-
stant interference from outside the system.

Carl Huffaker, working at Berkeley on the biological
control of insect pests, completed a classic set of experi-
ments on predator-prey dynamics that had important
implications for predator-prey theory. Huffaker (1958)
questioned Gause’s conclusions that the predator-prey
system was inherently self-annihilating without some
outside interference such as immigration. He claimed
that Gause had used too simple a microcosm. Huffaker
studied a laboratory system containing a phytophagous
mite, Eotetranychus sexmaculatus, as prey, and a predatory
mite, Typhlodromus occidentatis, as predator. The prey mite
infests oranges, so Huffaker used these fruits for his ex-
periments. When the predator was introduced onto a
single prey-infested orange, it completely eliminated the
prey and died of starvation (like Gause’s Didinium). Huf-
faker gradually introduced more and more spatial het-
erogeneity into his experiments. In some cases he placed
40 oranges on rectangular trays similar to egg cartons
and partly covered some oranges with paraffin or paper
to limit the available feeding area; in other cases he used
rubber balls as “substitute oranges” so that he could ei-
ther disperse the oranges among the rubber balls or
place all the oranges together. In still other cases, he
added whole new trays that included artificial barriers of
petroleum jelly, which the mites could not cross.

All of Huffaker's simple systems eventually resulted in
extermination of the populations. Figure 8 illustrates a
population that became extinct in a moderately complex
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environment containing 40 oranges. Finally, Huffaker pro-
duced the desired oscillation in a 252-orange universe
with a complex series of petroleum-jelly barriers; in this
system, the prey were able to colonize oranges in “hop,
skip, and jump” fashion and keep one step ahead of the
predator, which exterminated each little colony of the
prey it found (Figure 9). The predators died out after 70
weeks, and the experiment was terminated.

Huffaker concluded that he could establish an
experimental system in which the predator-prey rela-
tionship would not be inherently self-destructive. He
admitted, however, that his system was dependent on
local emigration and immigration, and that a great deal
of environmental heterogeneity was necessary to pre-
vent immediate annihilation of the system. The impor-
tant idea that Huffaker’s work added to our perspective
on predator-prey theory is the concept of environ-
mental heterogeneity. The world is not a uniform en-
vironment but consists of a variety of patches that are
either good or bad for predator and prey alike. The ad-
dition of the simple idea of environmental heterogene-
ity into our thinking about ecological systems has had a
revolutionary effect on our thinking about ecological
communities, as we will see in our discussions of com-
munity dynamics.

Laboratory studies of predator-prey systems have
carried us a long way from our starting point. What

might we look for in predator-prey systems in the field?
We must consider four aspects of predator-prey dynam-
ics that have been simplified in both theoretical and
laboratory studies:

e Multiple prey species being eaten by multiple
predator species

e Refuges for the prey

e Spatial heterogeneity in habitat suitability for both
the predator and the prey

e Evolutionary changes in predator and prey
characteristics

We have assumed so far that predators have a strong
effect on the abundance of their prey and vice versa,
and we should consider whether this generalization
holds for field situations. We can look for evidence of
population oscillations that might result from preda-
tor-prey interactions in field populations. Associa-
tions of predator and prey might show evolutionary
changes, and these evolutionary changes could be
looked for in species that have recently come into
contact in the field. Highly efficient predators intro-
duced into a new ecosystem might cause the extinc-
tion of vulnerable prey. The richness of predator-prey
theory should map onto the richness of interactions
in field populations.

0 Q
3 3
8 1200 -  { S
3 3
: 8
E 1000 — Eotetranychus Typhlodromus o
b4 * 25 =
w oo | 5
> 800 Y ) 20 &
[ -9 ©
3 , A g
= 600 E. sexmaculatus (prey) & | o
o 4 ¢ P o 15 %
o | W . o °
5 o » \¥ ] 2
400 ° 2 4 o _ ]

c X} ® [} 10
2 o f Y s o® ) 5
T T. occidentalis @ 0o ® Y e ®
g 200 P A ~~./ (predator) @ X 2 $ o \ s g_
o 2990 < * Vo hay O ) b Y )
1Y oofooeeee?® I I [ I I I oy 2

1 5 10 15 20 25 35 40 45 50 55 60

Time (weeks)

Figure 9 Predator-prey interaction between the prey mite Eotetranychus
sexmaculatus and the predator mite Typhlodromus occidentalis in a complex
laboratory environment consisting of a 252-orange system in which one-twentieth of
each orange was exposed for possible feeding by the prey. (After Huffaker et al. 1963.)
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Field Studies of Predation

How can we find out whether predators have a strong
effect on the abundance of their prey? The obvious
experiment is to remove predators from the system
and to observe its response. Few such direct experi-
ments have been properly conducted with adequate
controls. An alternative is to use natural experiments
in which selected areas differ in their predator fauna.
Let us examine some case studies.

Woodland caribou in North America have been de-
clining in abundance for the past 50 years, particularly in
the southern part of their distribution along the Canada-
U.S. border. Two reasons have been suggested for this de-

cline: habitat loss leading to food limitation or increased
predation from wolves and bears. Figure 10 shows the
kind of natural experiment that suggests that predators
are the chief cause of the decline. On the north shore of
Lake Superior, Pukaskwa National Park occupies about
2000 km? of nearly undisturbed boreal forest with an in-
tact predator-prey system of caribou, moose, wolves,
black bears, and lynx. On the Slate Islands there are no
predators of caribou. Predation holds the average density
of caribou in the park at the low density of 0.06 caribou
per km?, and on the predator-free Slate Islands caribou
are about 100 times as abundant. Island caribou popula-
tions appear to be limited by food shortage (Bergerud
and Elliot 1998).

Laboratory Studies and Field Studies of Predation

Predator—prey dynamics can be studied either in the lab-
oratory or in the field. What are the advantages and
disadvantages of these two kinds of studies for analyzing
biological interactions? Can we directly apply the results of
laboratory studies to field situations? These critical ques-
tions are not easy to answer.

Ecological laboratory studies are done in model sys-
tems or microcosms—small ecosystems housed in con-
tainers. Microcosms can range from simple two-species
systems to complex communities of many different
species. Although most microcosms are small, some—
such as Biosphere 2 in Arizona or the Ecotron in England—
are very large. We have already seen good examples of
microcosms in Gause's work on predation in this chapter.
Many of our ideas about competition and predation have
come from microcosm research.

Laboratory studies of microcosms are controlled, and
in the classical laboratory study only one or two factors are
manipulated. In his predator-prey studies, Gause could
vary the number of prey and predators introduced to start
the cultures. Other factors that may affect the system, such
as temperature or the size of the containers, are held con-
stant. Replication is relatively easy to achieve, particularly
with small organisms. In some but not all cases, results are
obtained in a short time period. Costs of doing experi-
ments are relatively low. Small-sized containers are typi-
cally used in laboratory microcosms.

Field studies are uncontrolled, and even in experimen-
tal field studies in which one or two factors are manipulated,

all other factors are left to vary naturally. Consequently be-
cause there are warm years and cold years, wet years and
dry years, all this natural variation can impinge on the results
obtained. At first sight this would seem to be a great disad-
vantage of field studies. But in fact this variability is part of
the real world, and the results of field studies are thus robust
with natural variation in uncontrolled environmental factors.
The greatest advantages of field studies relate to scale;
some processes are too large spatially to study in the labo-
ratory. An example would be turbulence in lakes or the
oceans as it affects predation of larval fish, or dispersal and
territorial social organization of wolves as it affects prey con-
sumption rates. Another difference between field and mi-
crocosm studies is duration. Microcosm studies are typically
of short duration, and many mistakes in ecology have been
prompted by microcosm studies of too short duration (Car-
penter 1996; Drenner and Mazumder 1999). Field studies of
longer duration often uncover more of the complexity of
ecological relationships that require additional study. Of
course, field experiments are usually more expensive and
require a long time commitment to obtain the results.

The best model for ecological studies is to use labora-
tory and field experiments together (Srivastava et al. 2004).
Microcosms can suggest hypotheses and mechanisms that
can be tested in longerterm field manipulations. Micro-
cosms are not suited to studies of more than a few years in
duration, but by combining their statistical power and exper-
imental rigor with long-term field experiments, ecologists
can have the best of both worlds (Fraser and Keddy 1997).
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Figure 10 Impact of wolf predation on woodland
caribou numbers along the north shore of Lake Superior.
(a) Pukaskwa National Park, indicated by the red arrow on
the map, occupies about 2000 km? of undisturbed boreal
forest. The Slate Islands (36 km?) lie offshore in Lake Superior,
about 35 km west of the park. (b) The partial predator-prey
food web for Pukaskwa National Park is illustrated. (c) There
are no predators on the Slate Islands, and this lack of
predators is correlated with a nearly 100-fold difference in
average caribou density on the islands. Note that caribou
densities are graphed on a logarithmic scale. Caribou are
nearly extinct in the park. (Data from Bergerud et al. 2007.)

Woodland caribou show puzzling population re-
sponses with changes in density (Figure 11). We expect
in general that as population density falls, the rate of
population growth should go up, exactly the opposite of
what appears to be happening with woodland caribou
(Wittmer et al. 2005). The ecologist W. C. Allee described
this possibility in 1931 (Allee 1931) and it is illustrated
schematically in Figure 12. The mechanism responsible
for the Allee effect in woodland caribou appears to be ex-
cessive predation from wolves. Wolf populations are pri-

©

o

o
1

005 e

0.00 °

Instantaneous rate of population
change (r)
S
o
(@)
Te
[ ]

| | |
100 200 300 400 500 600
Population size

Figure 11 Average rates of increase of 15 populations
of woodland caribou in British Columbia from 1992 to
2002 in relation to population size in 2002.

These results are at variance with the general belief that the
smaller the population, the larger the rates of population
increase. These results are consistent with the predation
hypothesis and not with food limitation. (Data from Wittmer
et al. 2005.)

10%
8% -
6%
4%
2% |-
0%
2% -

—4%

—6%

Rate of population change

-8%

Population density

Figure 12 The Allee effect for small populations.

The Allee effect (beige zone) describes a region of low
population density in which rates of population change are
negative and the population heads to extinction. The
arrows indicate the direction of population change. This can
be viewed as a variant of the simple model of population
change given and is a good description of the problem of
woodland caribou declines in southern Canada.

marily limited by their primary prey, moose, and they
treat caribou as secondary prey items in their diet. Wood-
land caribou thus suffer from apparent competition with
moose, as illustrated in the third diagram because of
shared predators.

Predation losses do not always translate into re-
duced prey populations, and this puzzling result can be
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understood only by analyzing the details of population
interactions. Paul Errington studied muskrats (Ondatra
zibethicus) in the marshes of Iowa for 25 years to deter-
mine the effects of predation on muskrat populations.
He questioned the common assumption that if a preda-
tor kills a prey animal, the prey population must then
be one animal lower than it would have been without
predation. You cannot study the effects of predation,
Errington argued, by counting the numbers of prey
killed; one must determine the factors that condition
predation, the factors that make certain individuals vul-
nerable to predation while others are protected. Mink
predation on muskrats was indeed a primary cause of
death in Iowa marshes, but Errington contended that
mink were removing only surplus muskrats that were
doomed to die for other reasons. The territorial hostility
of muskrats toward one another determined their num-
bers, and the muskrats driven out by this hostility over
space were doomed to die—if not from predators, then
from disease or exposure. Predators were merely acting
as the “executioners” for animals excluded by the social
system (Errington 1963). Errington introduced the im-
portant idea that in some systems predation may re-
move from populations only the “doomed surplus,”
and that predator effects should be inferred only from
proper experiments involving both predator reduction
areas and unmanipulated control areas.!

The role of predators in limiting the abundance of
mammals is controversial. When a proper experimental
design is used involving either natural experiments or
manipulative experiments, the question can be clearly
answered. The Serengeti Plains of eastern Africa contain a
suite of large mammals and their predators, but the pred-
ators—Ilions, leopards, cheetahs, wild dogs, and spotted
hyenas—seem to have little effect on their large mammal
prey (Sinclair and Arcese 1995). Most of the prey indi-
viduals taken by predators are doomed surplus—older,
injured, or diseased animals. Also, the vast majority of
the prey species are migratory, whereas most of the pred-
ators are resident. Lions, for example, seem to be limited
in numbers by the resident prey species available in the
dry season, when the migratory ungulates are elsewhere.

Without detailed studies we cannot answer the general
question of whether predators limit the abundance of their
prey in field populations. Spectacular examples of the influ-
ence of predators have occurred where humans have acci-
dentally introduced a new predator. A striking example is
the virtual elimination of the lake trout fishery in the Great
Lakes by the sea lamprey (Petromyzon marinus). The marine
lamprey lives on the Atlantic coast of North America and

IControl here is used in the experimental design sense to mean an
unmanipulated area. It should not be confused with the use of
control to mean animal or plant removal, as in “pest control.”

migrates into fresh water to spawn. Adult lampreys have a
sucking, rasping mouth by which they attach themselves to
the sides of fish, rasp a hole, and suck out body fluids. Only
a few fish attacked by lampreys survive. Niagara Falls pre-
sumably blocked the passage of the lamprey to the upper
Great Lakes before the Welland Canal was built in 1829.
The first sea lamprey was found in Lake Erie in 1921, in
Lake Michigan in 1936, in Lake Huron in 1937, and in
Lake Superior in 1938 (Applegate 1950). Lake trout catches
decreased to virtually zero within about 20 years of the lam-
prey invasion (Figure 13). Control efforts to reduce the
lamprey population have been implemented since 1951,
and lamprey are now reduced in abundance. Attempts to
rebuild the Great Lakes fishery have been made by releasing
trout bred in hatcheries. Lake trout have increased reason-
ably well in Lake Superior but are still rare in all the other
Great Lakes (Krueger et al. 1995). Restoration of lake trout
in these lakes has been hampered by a loss of genetic diver-
sity, loss of spawning areas, chemical contaminants, and the
introduction of new exotic species such as Pacific salmon
(Holey et al. 1995). Lake trout in Lake Superior continue to
recover toward their historical population size and compo-
sition, and have become a major restoration success story
driven by lamprey control, hatchery releases, and native fish
recovery (Bronte et al. 2003, Sitar and He 2006).

We conclude that in some but not all cases, the
abundance of predators does influence the abundance
of their prey in field populations. This raises an impor-
tant question: What is it about certain predators that
makes them effective in controlling populations of their
prey? Can we find some type of system by which we can
effectively classify predators? This question has great
economic implications both in the management of fish
and wildlife populations and in agricultural pest
control. It is, of course, possible to proceed in a case-by-
case manner and to investigate each individual preda-
tor-prey system on its own, but this is clearly inefficient,
and we would rather attempt to reach some generaliza-
tions that apply to many individual cases.

The first approach to this problem was outlined by
Solomon (1949) who recognized two components of
predation. (1) Functional response, defined as the re-
sponse of an average predator to the abundance of the
prey. The key question here is whether an individual
predator eats more prey individuals when prey are
abundant. (2) Numerical response, defined as the re-
sponse of a predator population to a change in prey
density. The key question here is whether the density of
predators will change as prey numbers increase. These
two components of predation were extended by C. S.
Holling, working at the Canadian Forest Research Labo-
ratory at Sault Ste. Marie, Ontario, in the late 1950s.
Holling (1959) defined four possible responses in pred-
ator-prey interactions: (1) a functional response, in
which the number of prey eaten by individual predators
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Figure 13 Effect of sea lamprey introduction on the
lake trout fishery of the upper Great Lakes of North
America. Lampreys were first seen in (a) Lake Huron in 1937,
(b) Lake Michigan in 1936, and (c) Lake Superior in 1938.
Commerecial fish production from 1978 to 2000 is shown.
These data are not actual population estimates, and in
particular during the past 20 years, stocks have recovered
(particularly in Lake Superior) while commercial catches
have been tightly restricted. (Data from the Great Lakes
Fishery Commission, 2005.)

changes; (2) a numerical response, in which the density
of predators in a given area increases by reproduction;
(3) an aggregative response, in which individual preda-
tors move into and concentrate in certain areas within
the study area; and (4) a developmental response, in
which individual predators eat more or fewer prey as
predators grow toward maturity. The combination of
these four components of predation is called the total
response. Considerable theoretical and practical work
has been done on the numerical, functional, aggrega-
tive, and developmental responses since the early analy-
ses by Solomon (1949) and Holling (1959).

The functional response measures for each individ-
ual predator how many prey it eats in a given time pe-
riod. Three general types of functional responses are
recognized (Figure 14). The functional response of
many predators rises to a plateau as prey density in-
creases, so that over some range of prey density each in-
dividual predator eats more prey, but at some high prey
density the predator becomes satiated and will not eat
more. Figure 15 shows one example of a Type 2 func-
tional response for Canada lynx (Lynx canadensis) prey-
ing on snowshoe hares (Lepus americanus) in North
America. The upper plateau of these functional re-
sponses is fixed by handling time, the time it takes for
a predator to catch, kill, and eat a prey organism. The
curve rises rapidly when the searching capacity of the
predator is high. Note that the exact shape of the func-
tional response curve observed for field populations
will depend on the range of prey densities observed. If
only low prey densities occur, the functional response
may be a rising straight line; if only high prey densities
occur, the functional response may be a horizontal line
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Figure 14 Three types of possible functional responses
for predators to changes in prey abundance. Type 1
responses show a constant consumption of prey, with no
satiation; Type 2 and Type 3 responses reach saturation at
high prey densities.
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Figure 15 Functional response of Canada lynx to the
abundance of their main prey, snowshoe hares. (a) The
snowshoe hare is the main prey of the Canada lynx. (b) Lynx
show a Type 2 functional response to hares (cf. Figure 14). The
dashed red line shows the estimated daily energy needs of a
lynx, and kill rates above this line could be labeled as “surplus
killing.” (Data from O'Donoghue et al. 1997.)

with no relationship between prey density and the
number of prey eaten per predator per day.

A numerical response of predators can occur because
of reproduction by the predator, and an aggregative re-
sponse results from the movements or concentration of
predators in areas of high prey density. Predators are usu-
ally mobile, and they do not search at random but instead
concentrate on patches of high prey density. Figure 16
illustrates the numerical response of Canada lynx to snow-
shoe hares in North America. When hares increase in
abundance, lynx increase in numbers, and this is a com-
mon observation for many predator-prey systems. The
ability of predators to reproduce more in areas of high
prey density and to aggregate to patches of high prey abun-
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Figure 16 The numerical response of Canada lynx to
changes in snowshoe hare density from 1987 to 1995 at
Kluane Lake, Yukon Territory. Lynx respond to rising hare
numbers by increasing in density but with a time lag,
resulting in a counterclockwise spiral, indicated by the
arrows. (Data from O’Donoghue et al. 1997.)

dance is a critical element in determining how effective the
predator can be at limiting prey populations.

The developmental response occurs because predators
are often growing and maturing during laboratory and
field studies of predation. Figure 17 illustrates the effects
of a functional response and the additional effects of the
developmental response on the number of mosquito lar-
vae eaten by backswimmers (Notonecta hoffmanni) in the
laboratory. Backswimmers grow more rapidly at higher
food levels, and this explains the rise in the curve for total
consumption in Figure 17 (Murdoch and Sih 1978).

Much of the work on predator-prey models has been
conducted on laboratory populations and has proved dif-
ficult to translate to field populations (Sih et al. 1998).
Thus we cannot give more than a vague answer to our gen-
eral question about what makes some predators effective
in controlling their prey. Because much of the theoretical
work has concentrated on single-species systems, there is a
need to consider the more complex cases in which preda-
tors feed on several prey species (Pech et al. 1995).

If we can measure the functional, numerical, devel-
opmental, and aggregative responses for a predator-
prey system, we can determine the total response of the
predators, as illustrated by the simple flowchart in
Figure 18.

The total response gives the percentage of prey or-
ganisms eaten per unit time by the entire predator pop-
ulation, plotted against prey density. If the total
response increases as prey density increases, the preda-
tor may limit the density of the prey. By contrast, if the
total response remains constant or falls as prey density
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Figure 17 Functional and developmental responses of
the predatory insect Notonecta feeding on mosquito
larvae in the laboratory. The prey consumption rate is
measured by the number of mosquito larvae eaten per day.
At high food levels Notonecta grow larger faster, and thus
the combined functional and developmental response
curve accelerates upward. (From Murdoch and Sih 1978.)
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Figure 18 The components of predation that combine
to give the total response of predators to changes in the
density of their prey species.

increases, the predator cannot limit prey numbers. The
key question is always whether percent mortality im-
posed by the predator on the prey increases as prey den-
sity increases. For many predator-prey systems, there
may be a threshold or tipping point of prey density at
which predators can no longer limit prey population
growth. At high prey densities, some predators will
exert no controlling influence on the prey because they
will be swamped by prey numbers. This threshold of
prey density above which prey escape from being lim-
ited by predators may be important in the conservation
of endangered species (Sinclair et al. 1998).

One important general implication of our analysis
is that predators may have effects on prey abundance
that are important when prey populations are low but
become unimportant when prey densities are high.
Populations of this sort can exist in two different
phases, a low-density endemic phase and a high-density
epidemic (outbreak) phase. Some insect pests, such as
the desert locust (Belayneh 2005) and the spruce bud-
worm (Royama et al. 2005), show such biphasic densi-
ties, and the key to the endemic or low phase may be
the action of predators at low insect densities.

How Do Prey Persist?

The most general question we can ask about predator-
prey systems is how they continue to persist. There is a
general assumption that there is a dynamic equilibrium
in predator-prey interactions that results in the continu-
ing existence of both predator and prey species. There
are two general mechanisms for achieving this dynamic
equilibrium. First, the prey species persists because it
has a refuge in which it is safe from predators. This
refuge could be spatial or temporal. For example, there
could be habitats in which predators cannot effectively
find their prey. Alternatively, there could be diurnal or
seasonal periods in which predation is ineffective. Sec-
ond, the predators may switch their hunting to other
species as the original prey falls to low abundance. The
behavior of predators in choosing prey is part of
optimal foraging theory. When a predator has a
choice of two or more different foods, the situation be-
comes more complex than the simple functional re-
sponse we discussed above. How should a predator
decide what items to eat? What is an optimal diet for an
animal faced with many different prey items?

In natural foraging situations predators typically pre-
fer some prey over others, and we can classify these as pri-
mary prey species and secondary prey. Depending on the
profitability of each prey type, predators may switch from



Species Interactions Il: Predation

eating mainly one prey type to eating other prey as the
relative abundance of the different prey species changes
(Murdoch and Oaten 1975). Switching can be important
in predators that feed on several types of prey because it
could act to stabilize the density fluctuations of the prey
species. As one prey species increases in abundance rela-
tive to the others, the predator would concentrate its feed-
ing on the more abundant prey species and possibly
restrict that prey’s population growth. Conversely, switch-
ing to alternative foods may help a prey population to re-
cover if it falls to a low level. Switching behavior could
thus be a benefit to the predator by allowing it to main-
tain a stable population size (Elliott 2004).

But not all predators switch from eating rare prey,
and in the process can drive their prey to extinction. The
usual assumption that prey persist because predators
stop eating them when they are rare may be wrong in
some predator-prey systems (Matter and Mannan 2005).
Two examples will illustrate this situation. Nile perch
(Lates niloticus) were introduced to Lake Victoria in cen-
tral Africa in the 1950s. They increased in abundance
and by 1990 about 200 species of the 500 endemic cich-
lid fishes in Lake Victoria were driven extinct by this vo-
racious predator (Witte et al. 2000). In Australia Short et
al. (2002) describe nine examples of red foxes (an intro-
duced predator) preying on native Australian species and
killing them in excess of their immediate food needs.
Some cases of local extinction resulted from this surplus
killing. Short et al. (2002) attributed this killing behavior
to an introduced predator interacting with prey which
have no antipredator adaptations and no refuges. The
key point is that in some cases the predation rate may
not fall when prey become scarce.

Much of predation theory has been directed toward
understanding how predators might stabilize prey
populations (Gotelli 1998). It is clear from many field
studies that predators do not necessarily stabilize prey
numbers. Predators can be loosely classified into
generalist predators and specialist predators. Gener-
alist predators eat a great variety of prey and do not
heavily depend on one species; specialist predators, by
contrast, depend on only one or two species for the ma-
jority of their diet. The effects of specialist and general-
ist predators on prey populations differ:

e Generalist predators tend to stabilize prey
numbers.

e Specialist predators tend to cause instability in prey
numbers.

These generalizations are not ironclad and should
be treated as hypotheses rather than facts. The Lotka-
Volterra model and other simple predator-prey models
all deal with specialist predators eating one prey
species, and as such they may be of limited value in un-
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Figure 19 Canada lynx fur returns of the Northern
Department, Hudson’s Bay Company, 1821-1913.
Canada lynx are specialist predators of snowshoe hares, and
both hares and lynx oscillate in numbers in a 9- to 10-year
cycle. (After Elton and Nicholson 1942.)

derstanding predator-prey systems in which the prey are
fed on by a variety of predator species (Sih et al. 1998).

The inference from the Lotka-Volterra predation
model that predator-prey interactions can result in oscil-
lations (see Figure 2) appears to be strikingly applicable
to some biological systems. The Canada lynx eats snow-
shoe hares and both species show dramatic cyclic oscil-
lations in density with peaks every 9 to 10 years (Figure
19). Charles Elton analyzed the records of furs traded by
the Hudson’s Bay Company in Canada and showed that
the cycle is a real one that has persisted unchanged for at
least 200 years (Elton and Nicholson 1942). This lynx-
hare cycle has been interpreted as an example of an in-
trinsic predator-prey oscillation, but more recent
experimental studies have suggested that both food
shortage and predation are involved in generating cycles.
Lynx depend on snowshoe hares as primary prey, and
are thus food-limited, whereas hares are affected by both
food limitations and predators (Krebs et al. 2001). The
time lag inherent in the numerical response of lynx to
hare numbers induces the density cycle of hares (see
Figure 16).

Prey populations persist because of refuges from
predators and because of adaptations that have evolved
toward the hunting behavior of predators, and this
turns our attention to the evolutionary dimension of
predator-prey interactions.

Evolution of
Predator-Prey Systems

One of the striking features of the simple models of
predator-prey interactions is that these models are often
unstable. Oscillations are common in many predator-
prey models (see Figure 2), but although they occur,
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they are not common in the real world. One way to ex-
plain the stability of real predator-prey systems is to
postulate that natural selection has changed the charac-
teristics of predators and prey alike such that their inter-
actions produce population stability. Evolutionary
change in two or more interacting species is called
coevolution, and we are concerned in this case with the
coevolution of predator-prey systems.

If one predator is better than another at catching
prey, the first individual will probably leave more de-
scendants to subsequent predator generations. Thus
predators should be continually selected to become
more efficient at catching prey. The problem, of course,
is that by becoming too efficient, the predator will exter-
minate its prey and then suffer starvation. The prey at
the same time are being selected to be better at escaping
predation. Because of the conflicting adaptive goals of
predator and prey, many evolutionists have described
predator-prey evolution as an “arms race” (Dawkins and
Krebs 1979). Predators may have an inherent disadvan-
tage in this arms race because of the “life-dinner” princi-
ple, which states that selection will be stronger on the
prey than on the predator because a prey individual that
loses the race loses its life, whereas the unsuccessful
predator loses only a meal. Dawkins (1982) suggested
that the inherent disadvantage of a predator could be
offset if the predator is rare and the prey is common. In
this case the predator will be only a minor selective
agent on the prey population as a whole.

Abrams (1986) criticized the “arms race” analogy for
predator-prey coevolution, citing many theoretical situa-
tions in which the arms race would not occur, but he
recognized that some asymmetry in the evolutionary re-
sponses of predators and prey was common. Prey should
always increase their investment in escape mechanisms, if
predators invest in becoming more efficient. But the re-
verse is often not true—predators do not always respond
to prey investment—and whether or not predators will re-
spond depends on the details of the specific predator-prey
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system. The “arms race” analogy may not be correct in
many particular cases of predator-prey coevolution.

Two obvious constraints operate in systems having
several species of predators and prey. The existence of
several species of predators feeding on several species of
prey places limits on predator efficiency (Brodie and
Brodie 1999). For example, one prey species may escape
by hiding under rocks, while a second species may run
very fast. Clearly, a predator is constrained by conflicting
pressures either to get very good at turning rocks over or
to get very good at running, and it is difficult to be good
at both these activities. Conversely, we can imagine that
the prey population is always being selected for escape re-
sponses. Faced with several predators with different types
of hunting strategy, prey will not be able to evolve a spe-
cific escape behavior suitable to all species of predators.

One persistent belief about predator-prey systems
is that predators typically capture substandard individ-
uals from prey populations, so that weak, sick, aged,
and injured prey are culled from prey populations.
Temple (1987) tested this idea by flying a trained red-
tailed hawk (Buteo jamaicensis) and measuring the out-
come of its attacks on eastern chipmunks, cottontail
rabbits, and gray squirrels. Table 1 shows that the
more difficult the prey is to catch, the higher the frac-
tion of substandard individuals that are caught. Gray
squirrels are particularly difficult for red-tailed hawks
to catch, and squirrels taken were in markedly poorer
condition than squirrels in the general population.
The same generalization seems to hold for other verte-
brate predators—substandard individuals are captured
disproportionately when the type of prey is difficult
to catch but not when it is easy to capture. Wirsing
et al. (2002) found that substandard red squirrels
(Tamiasciurus hudsonicus) in poor condition were taken
more often by weasels but avian predators showed no
such discrimination, taking the strong and the weak in
equal proportions. Hyenas in Africa take wildebeest
in poor condition because wildebeest are difficult to

Evaluation of prey quality in predation by a trained red-tailed hawk on individuals of

three prey species in Wisconsin. Results based on 447 attacks.

Percentage of substandard individuals

Difficulty of prey Percentage of in hawk kills—percentage of substandard
Species of prey capture attacks that failed individuals in the population
Eastern chipmunk Easy 8
Cottontail rabbit Moderate 21
Gray squirrel Difficult 33

SOURCE: Modified from Temple (1987).
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capture, but take gazelles at random because they are
relatively easy to catch (Kruuk 1972).

The coevolution of predator-prey systems occurs
most tightly when the predators strongly affect the
abundance of the prey. In some predator-prey systems
the predator does not determine the abundance of the
prey, so the evolutionary pressures are considerably re-
duced. In some cases the prey has refuges available
where the predator does not occur, or the prey may
have certain size classes that are not vulnerable to the
predator. In other cases the predators have developed
territorial behavior that restricts their own density so
that they cannot easily respond to excessive numbers of
prey animals (Sinclair and Arcese 1995).

Much of the stability we see in the natural world
may result from the continued coevolution of predators
and prey. Predators that do not have prudence forced
on them by their prey may exist for only a short time in
the evolutionary record, and we are left today with a
residue of highly selected predator-prey systems.

Predators need not limit the density of their prey
species to play an important role in the evolution of
prey characteristics. Two antipredator defense strategies
that are common in animals—warning coloration and
group living—illustrate how evolutionary pressures can
affect predator-prey systems. We discuss here the an-
tipredator strategy of warning coloration.

Warning Coloration

Many animals have conspicuous coloration that adver-
tises their presence, and this would appear to be a risky
strategy, making them highly visible to prospective
predators. But these animals either contain chemical
toxins or possess physical defenses that deter predators
once they have learned about the warning coloration.
For example, many butterflies and other insects that are
brightly colored contain poisons that are distasteful to
predators. The theory of warning (or aposematic) col-
oration is usually put forward as an explanation of this
correlation (Marples et al. 2005).

Mechanisms of prey defense using warning col-
oration must evolve by increasing the chances of survival
of the individuals in which they are found. But for dis-
tasteful species, the predator must first sample one indi-
vidual before the predator learns to avoid other prey of
similar color. If the prey are gregarious and nearby indi-
viduals are closely related, kin selection would operate to
favor the warning coloration. If only a few siblings are
sampled from a large brood and the predator learns to
avoid other individuals of the group, an allele for dis-
tastefulness can increase in frequency by kin selection.
Predators do in fact seem to learn very quickly to avoid

Figure 20 The strawberry poison-dart frog
(Dendrobates pumilio) of Costa Rica. This brightly colored
frog, about 20 mm in length, contains alkaloids in its skin
that are toxic to potential predators.

distasteful insects (Brower 1988). Three examples of
warning coloration illustrate these ideas.

The strawberry poison dart frog (Dendrobates pumilio)
is native to tropical rain forests of Nicaragua, Costa Rica,
and Panama (Figure 20). The bright coloration of these
frogs is a good example of aposematic coloration, and
predators avoid these frogs because of the bitter, toxic, al-
kaloid secretions in their skin (Walls 1994) Toxins are ac-
cumulated by these frogs from their diet of arthropod
prey, particularly ants and mites. A great variety of alka-
loids can be present in these frogs from their diet (Sapor-
ito et al. 2000).

Monarch butterflies (Danaus plexippus) are brightly col-
ored both as a caterpillar and as an adult (Figure 21).
Monarch butterflies are distasteful and toxic. When they are
caterpillars, they feed on milkweed plants, which contain a
host of toxins. The caterpillars sequester the toxins within
parts of their bodies, where they cause no harm, and these
toxins stay in the animals when they become adult mon-
archs. The adults are strikingly colored, and after a bird has
tried to eat one it will typically spit the butterfly out and will
avoid them thereafter. Monarch butterflies are famous for
their annual migrations. In late summer, monarchs from
the eastern two-thirds of the United States and Canada mi-
grate south to overwinter in a small area of pine forests high
in the mountains of Mexico. When spring arrives, the indi-
viduals that have survived begin a flight northward to com-
plete the annual migration. Not all predators are deterred by
the warning coloration of monarchs. The introduced Asian
lady beetle (Harmonia axyridus) is now judged to be a risk to
monarch butterflies because it preys on both monarch eggs
and small larvae in corn and soybean fields where milk-
weeds are common (Koch et al. 2006).
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Figure 21 Monarch butterfly caterpillar and adult. The larvae concentrate toxins from
their milkweed food plants and these are stored in the adults, making them poisonous to
potential bird predators. The bright colors serve to warn off predators.

Coral snakes are brightly colored with red, yel-
low, and black bands. All of the 120 species of coral
snakes in tropical America are extremely poisonous.
Many other nonpoisonous snakes have evolved color
patterns to mimic the appearance of coral snakes
(Figure 22). These nonpoisonous snakes are called
Batesian mimics because they mimic the color pat-
terns of unrelated poisonous species.2 Birds that live
in areas occupied by coral snakes have an innate ten-
dency to avoid snakes with these color patterns
(Brodie and Janzen 1995), so a predator need not
have a lethal encounter to avoid the poisonous
species (Pough 1988). The mimic species can profit
from resembling a poisonous or unpalatable prey
species, and this coevolution has been particularly
well developed in tropical species groups.

Many of the most striking characteristics of animal
morphology and behavior are adaptations related to
predation.

2A Batesian mimic could be likened to a sheep in wolf’s clothing.

Figure 22 Geographic variation in color pattern in
poisonous coral snakes and their nonvenomous mimics in
Central America. The poisonous models (Micrurus) are
shown on the left, and the mimics (Pliocercus) on the right,
for five different areas (A-D, F). In E, simultaneous mimicry of
two models is shown. The colubrid snake Pliocercus
elapholdes (center) combines elements of the patterns of
Micrurus diastema (left) and Micrurus elegans (right). (From
Greene and McDiarmid 1981. lllustration copyright by the
artist Frances J. Irish; used with permission.)
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I Summary

One species interaction involves predation. Simple
mathematical models can be used to describe this
interaction. When generations are discrete, simple
models can produce stable equilibria of predator and
prey, but usually produce oscillations in the numbers of
both species. When generations are continuous, graphic
models developed by Rosenzweig and MacArthur can be
used to evaluate the equilibrium levels and the stability
of predator-prey systems. Both stable equilibria and
cyclic oscillations may occur. All these simple models
make the assumption that the world is homogeneous
(one habitat), that there are no prey refuges, and that
only one predator species eats one prey species. Relaxing
these assumptions leads to more complex models.

In laboratory systems of predators and prey, cyclic
oscillations are produced only in complex
environments, and most simple systems do not reach
stability but instead are self-annihilating. The
importance of refuges and spatial heterogeneity can be
illustrated readily in laboratory systems, and these
factors are even more critical in field populations of
predators and prey.

Field populations can be models of predator-prey
systems only if predators have a strong effect on the

IR

eview Questions and Problems

1 One of the long-standing controversies in predator-
prey limitation involves the wolf-moose interaction
in North America. Eberhardt (1998, 2000) and
Messier and Joly (2000) present alternative views on
how much this interaction affects moose abundance.
Evaluate the data they present and their arguments
for population control of moose by wolves.

2 Calculate the population changes from Equations
(2) and (3) for ten generations in a hypothetical
predator-prey system with discrete generations in
which the parameters for the prey are B = 0.03, N,
= 100, C = 0.5, and starting density is 50 prey, and
for the predators, Q = 0.02 (or S = 2.0) and starting
density is 0.2. How would the prey population
change in the absence of the predators?

3 When (if ever) would it be adaptive for a predator to
engage in surplus killing of prey? Evaluate the exact
definition of “surplus killing” in Short et al. (2002)
on arctic fox predation on goose eggs.

4 Buckner and Turnock (1965) studied bird predation
on the larch sawfly in Manitoba. They obtained the
following data for the chipping sparrow (Spizella
passerina):

abundance of their prey. This assumption can be tested
by predator-removal experiments. In some but not all
cases studied, the abundance of predators does
influence the abundance of prey. The properties of
effective predators can be described in a general
manner, but we cannot yet predict which predators will
be good agents of prey control without actually doing
field tests. Both predator and prey species are affected
by many other factors in the environment, and
consequently the population trends predicted by
simple predator-prey models are rarely found in field
populations.

Predator-prey systems always involve a
coevolutionary race in which prey are selected for
escape and predators for hunting ability. These
systems stabilize most easily when several species are
involved, when prey have safe refuges from predators,
and when predators take old animals of little
reproductive value. Many characteristic structures and
behavior patterns of animals are adaptations related
to predation.

Plot I Plot IT
Sparrows Sawfly larvae Sparrows Sawfly larvae
Year per acre per acre per acre per acre
1954 — — 3.2 235,000
1956 — — 29 33,400
1957 1.4 2,138,700 2.3 40,000
1958 0.5 879,400 2.5 41,200
1959 0.4 437,800 2.2 27,300
1960 0.2 354,300 2.2 54,600
1961 0.5 199,900 2.3 15,000
1962 1.1 191,800 5.0 3200
1963 0.2 366,800 0.3 3900

Plot the numerical response of chipping sparrows to
changes in sawfly larval abundance for each of the
two study plots, and discuss the differences between
plots I and II for this predator-prey system.
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5 The collapse of lake trout populations in the Great
Lakes coincided with a general increase in
commercial fishing of the lakes. Discuss the
hypothesis that the collapse of fish stocks in the
Great Lakes (see Figure 13) was caused more by
overfishing (human predation) than by the
introduction of the sea lamprey. Coble et al. (1990)
and Bronte et al. (2003) give references.

6 How does the predation by herbivores on green
plants differ from either the predation of insect
parasitoids on their hosts or the predation of
carnivores on herbivores? Make a list of similarities
and differences, and discuss how they affect the
simple models of predation discussed in this chapter.

7 In the northern Gulf of St. Lawrence, cod (Gadus
morhua) numbers have been steadily declining for
the past 25 years, while one of their main prey
species, northern shrimp (Pandanus borealis), have
been increasing (Worm and Myers 2003). How
strong is this observation as a test of the hypothesis
of predator limitation? What other data would you
like to have to test this hypothesis? Worm and Myers
(2003) discuss this question.

8 Tammar wallabies (Macropus eugenii), a small 6-10
kg macropod, were introduced to New Zealand
about 130 years ago. In their native Australia, they
have been subject to predation by a variety of
predators such as the marsupial lion (now extinct)
and the marsupial tiger (also extinct), as well as large
lizards and now the introduced dingo and red fox.
New Zealand has none of these predators. Discuss
how tammar wallabies might evolve in the absence
of predation. Under what conditions would you
expect antipredator behaviors to disappear from the
New Zealand population of tammar wallabies?
Blumstein et al. (2004) provide data on this issue.
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calves?

10 The graphic model of Rosenzweig and MacArthur
(see Figure 5) predicts that the predator-prey system
will become unstable when nutrients are added to
the prey population (the paradox of enrichment).
Evaluate the evidence for the occurrence of the
paradox of enrichment in laboratory and field
populations. Does the same prediction follow from
ratio-dependent predation theory? Jensen and
Ginzburg (2005) provide background references and
a discussion of the problem.

1 The birds, lizards, and mammals of Guam in the
western Pacific Ocean have been driven to extinction
or to low numbers by the introduced brown tree
snake (Boiga irregularis). How could this happen? Is
it adaptive for a predator to drive its prey to
extinction? Read the discussion in Rodda et al.
(1997) and evaluate the uniqueness of this situation.

Overview Question

When populations of moose, caribou, or deer decline in
Alaska or Canada, a great public pressure to instigate wolf
control programs typically ensues. What data would you
collect to describe and understand the dynamics of this
predator-prey system? List the alternative hypotheses you
would test and their management implications.
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Key Concepts

e That the world is green implies that herbivores are
prevented from completely destroying their food
sources, either by their own behavior, by their
enemies, or by plant defense strategies.

e The Resource Availability Hypothesis predicts that
plants growing slowly in poor habitats should invest
most in plant defense because they have the most
to lose from herbivory.

e Herbivores may not achieve a stable interaction with
their food plants, and many ungulates undergo
irruptions with subsequent oscillations in numbers.

® Models of predator-prey dynamics can be applied to
grazing systems to determine the kinds of plant-
herbivore interactions that might lead to stability.

e Not all plant-herbivore interactions are detrimental
to plants. Mycorrhizal fungi grow on most plant
roots to the advantage of both the plants and the
fungi. Many mutualistic interactions have evolved in
which both the plants and the herbivores gain from
their association.

Pt

From Chapter 12 of Ecology: The Experimental Analysis of Distribution and Abundance, Sixth Edition. Eugene Hecht.
Copyright © 2009 by Pearson Education, Inc. Published by Pearson Benjamin Cummings. All rights reserved.
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KEY TERMS

grazing facilitation The process of one herbivore creating
attractive feeding conditions for another herbivore so there
is a benefit provided to the second herbivore.

inducible defenses Plant defense methods that are
called into action once herbivore attack occurs and are
nearly absent during periods of no herbivory.

mutualism A relationship between two organisms of
different species that benefits both and harms neither.

mycorrhizae A mutually beneficial association of a
fungus and the roots of a plant in which the plant’s mineral
absorption is enhanced and the fungus obtains nutrients
from the plant.

optimal defense hypothesis The idea that plants
allocate defenses against herbivores in a manner that
maximizes individual plant fitness, and that defenses are
costly to produce.

overcompensation hypothesis The idea that a small
amount of grazing will increase plant growth and fitness
rather than cause harm to the plant.

plant stress hypothesis The idea that herbivores prefer
to attack stressed plants, which produce leaves that are
higher in nitrogen.

plant vigor hypothesis The idea that herbivores prefer
to attack fast-growing, vigorous plants rather than slow-
growing, stressed plants.

resource availability hypothesis A theory of plant
defense that predicts higher plant growth rates will result
in less investment in defensive chemicals and structures.

secondary plant substances Chemicals produced by
plants that are not directly involved in the primary metabolic
pathways and whose main function is to repel herbivores.

—

Plant-animal interactions are the focus of many popula-
tion interactions. Herbivory is a major interaction in
which animals prey on plants, and herbivory is tradi-
tionally considered a profit for the animals and a loss
for the plants. Many examples of mutualism involve
plant-animal interactions that are by contrast a gain for
both species. In this chapter we discuss herbivory and
mutualism to assess their effects on abundance and
their evolutionary origins.

Herbivory is a special kind of predation because the
herbivore does not kill the plant but eats only part of it.
Over half of the macroscopic species on Earth are
plants, and consequently a major part of species inter-
actions involve plant-herbivore interactions. In this

chapter we will examine some of the specific relation-
ships between herbivores and plants. The uniqueness of
these relationships is often only a reflection of the sim-
ple fact that most plants cannot move, so “escape” from
herbivores can be achieved only by some clever adapta-
tions. Herbivores can be important selective agents on
plants, and the evolutionary interplay between plants
and animals is a major theme in this chapter.

Defense Mechanisms in Plants

The world is green, and there are three possible expla-
nations for this. First, some herbivore populations may
evolve self-regulatory mechanisms that hold their own
numbers in check and prevent them from destroying
their food supply. Or second, other control mecha-
nisms, such as predation or disease, may hold herbivore
abundance down so that plants escape being totally
eaten. Third, not all that is green may be edible. Plants
have evolved an array of defenses against herbivores,
and this has set up a coevolutionary contest between
plants and herbivores in evolutionary time.

Plants may discourage herbivores by structural adap-
tations, as anyone who has tried to prune a rosebush will
attest, but they may also use a variety of chemical weapons
that we are only now starting to appreciate. Plants contain
a variety of chemicals that have always puzzled plant phys-
iologists and biochemists (Feeny 1992). These chemicals,
called secondary plant substances, are found only in
some plants and not in others and are by-products of the
primary metabolic pathways in plants. Figure 1 gives a
simplified view of the biochemical origins of some of the
major chemical groups of secondary plant substances. A
number of these substances are familiar to us already. One
acetogenin, juglone, is produced by walnut trees as an al-
lelopathic chemical. Among the phenylpropanes found in

Sugar Terpenes Carbohydrates
metabolism Acetate Energy
| Terpenes | | Steroids |
Fats
Amino acid Phenylpropanes Lignins
metabolism Proteins

Figure 1 Relationships of the major groups of
secondary plant substances (shown in boxes) to the
primary metabolic pathways of plants. (After Whittaker
and Feeny 1971.)
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some trees are the spices cinnamon and cloves. Familiar
terpenoids include peppermint oil and catnip. Well-
known alkaloids include nicotine, morphine, and caffeine.

Nearly 50 years ago ecologists suggested that second-
ary plant substances were specifically evolved by plants to
thwart herbivores (Fraenkel 1959; Ehrlich and Raven
1964). This view assumes that secondary plant substances
are actively produced at a metabolic cost to the plant.
Such a chemical variety exists in different plant groups
only because plants are eaten by an array of different her-
bivores, and the chemicals that deter one herbivore
species may not deter another. If all animals could be re-
moved from the community, plants would not produce
secondary substances because they are costly to make.

This plant-defense view argues that herbivores have
a strong effect on plant fitness, and that well-defended
plants are fitter. If plant defense characteristics are in-
herited, then all the elements needed for natural selec-
tion are present.

If plant defense has a cost in terms of plant fitness,
we can make four general predictions:

¢ Plants evolve more defenses if they are exposed to
much damage, and fewer defenses if the cost of
defense is high.

e Plants allocate more defenses to valuable tissues
that are at risk.

e Defense mechanisms are reduced when enemies
are absent, and increased when plants are attacked.

¢ Defense mechanisms are costly and cannot be
maintained if plants are severely stressed by
environmental factors.

The cost of defense is due to the diversion of energy and
nutrients from other needs. Much evidence to support
these four predictions has now accumulated, and the hy-
pothesis that secondary substances have an ecological role
as deterrents to herbivory has become a fruitful and excit-
ing area of research (Stamp 2003). Secondary substances in
plants are not static but have rapid turnover rates in the
metabolic pool as plants respond to herbivory. Table 1
summarizes the key messages that have emerged from the
study of plant-herbivore interactions.

Plant Defense Hypotheses

There are three major plant defense hypotheses, and
each of these three describes a component of the ways
by which plants defend themselves against herbivores.

The Optimal Defense Hypothesis

The oldest hypothesis of plant defense is the Optimal
Defense Hypothesis, which arose in the 1970s from re-

ITb|e1

a Six key concepts about plant-
herbivore interactions that are
illustrated in this chapter.

1. Defensive chemicals are widespread among plant
species

2. Individual plants or species have an array of defenses,
rather than only one defense against herbivores

3. Many plants have dynamic defenses against
herbivores, so they can respond chemically or
physically once they are attacked

4. Characteristics of the environment (or resource
availability) affects the ability of plants to mount
defenses against herbivores

5. There is geographic variability in the interactions
between plants and herbivores, so that not all
populations of a species have the same defenses

6. Plant adaptations and herbivore feeding
specialization reflect their evolutionary history

SOURCE: Stamp (2005).

search by plant physiologists and plant evolutionary
ecologists. The basic hypothesis states that organisms al-
locate defenses in a manner that maximizes individual
inclusive fitness, and that defenses are costly in terms of
fitness. The assumptions of this hypothesis are that there
is genetic variation in plants for secondary compounds,
that herbivory is the primary selective agent for these
secondary compounds, and that these defenses reduce
herbivory. There are many studies that support these
general assumptions, and the critical issue is to make
these ideas more specific so they can be tested.

Paul Feeny, working at Cornell University, was one
of the first to recognize the importance of plant de-
fenses and to suggest a general theory. Feeny’s Plant Ap-
parency Theory (1976) suggested that plants can be
divided into two classes: “apparent” plants are those
found easily by herbivores; “unapparent” plants are
hard for herbivores to find because they are small or
rare or short lived. The major premise of the Plant Ap-
parency Theory is that the type of defenses the plant
uses depends on how easily a herbivore can find the
plant. Plants that are easily found by herbivores evolve
chemical defenses of a different type from those used
by plants that are difficult for herbivores to locate.
Short-lived plants may be able to escape the attention
of herbivores by developing so quickly that their herbi-
vores are unlikely to discover them—such plants are
“unapparent” to their herbivores. In contrast, “appar-
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ent” plants are sure to be found by herbivores because
they are long-lived.

Some defense mechanisms in plants are quantitative,
and secondary compounds may vary in concentration.
For example, tannins and resins in leaves may occupy up
to 60% of the dry weight of a leaf (Feeny 1976). Quanti-
tative plant defenses should be used by “apparent” plants.
Other defense mechanisms may be qualitative or +/— de-
fenses because the compounds involved are present in
very low concentrations (less than 2% dry weight). Exam-
ples are alkaloids and cyanogenic compounds in leaves.
Qualitative defenses are poisons that protect plants
against generalized herbivores that are not adapted to
cope with the toxic chemicals, but they do not stop spe-
cialized herbivores that have evolved detoxification
mechanisms in the digestive system. Qualitative defenses
should be used by “unapparent” plants (Feeny 1976).

Both the type of defense and the amount of defense
plants use depend on the vulnerability of the plant tis-
sues (Rhoades and Cates 1976). Growing shoots and
young leaves are more valuable to plants than mature
leaves, so plants typically invest more heavily in the de-
fense of growing tips and young leaves. Tannins, resins,
alkaloids, and other defense chemicals are concentrated
at or near the surface of the plant, thereby increasing
their effectiveness.

The Plant Apparency Theory stimulated a great deal
of work on plant defense during the 1970s and 1980s,
and it was soon found to be inadequate as an explana-
tion of plant defense. Some “apparent” plants have
qualitative, toxic defenses, and some “unapparent”
species use quantitative defenses. In some cases it is dif-
ficult for researchers to decide whether or not plants are
apparent to their herbivores and not just to humans. It
became clear that a more general theory was needed
(Stamp 2003).

The Resource Availability Hypothesis

One element missing from the Optimal Defense Hypoth-
esis is the ability of a plant to defend itself, given the re-
sources available to it. Coley et al. (1985) proposed the
Resource Availability Hypothesis to take into account
the plant’s ability to replace tissues taken by herbivores.
This hypothesis is also called the Growth Rate Hypothesis.
Both fast-growing and slow-growing plants have a suite
of physiological characteristics that are summarized in
Table 2. Herbivores prefer fast-growing plants and tend to
avoid slow-growing plants. Because each leaf represents
a greater investment for a slow-growing plant, slow-grow-
ing plants stand to lose more to herbivores and

Table 2 Characteristics of inherently fast-growing and slow-growing plant species.

Variable

Fast-growing species

Slow-growing species

Growth characteristics
Maximum growth rates
Maximum photosynthetic rates
Dark respiration rates
Leaf protein content
Responses to pulses in resources
Leaf lifetimes
Successional status

Antiherbivore characteristics
Expected rates of herbivory
Amount of defense metabolites
Type of defense
Turnover rate of defense

Flexibility of defense expression

Qualitative (alkaloids)

More flexible

High Low
High Low
High Low
High Low
Flexible Inflexible
Short Long
Often early Often late
High Low
Low High

Quantitative (tannins)
High Low

Less flexible

SOURCE: Coley et al. (1985).
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High maximal growth rate

Realized growth rate

Low maximal growth rate

| |
0 0.5 1.0
Defense investment (g defense/g leaf)

Figure 2 The Resource Availability Hypothesis of plant
defense. Each curve represents a plant species (A to E) with
a different maximal growth potential. Levels of defense that
maximize growth rate are indicated by an arrow. Slow-
growing plants should invest much more in defense
because losses to herbivores are more difficult to replace.
(From Ryther and Dunstan 1971.)

thus invest more in defensive chemicals. Figure 2 summa-
rizes a conceptual model of the Resource Availability
Hypothesis. A prediction of this hypothesis is that the
higher the plant’s growth rate, the lower is the predicted
investment in defense. Coley (1987) tested this prediction
in 47 species of rain forest trees in Panama (Figure 3).

Figure 3 Relationship of
growth rate and defense
investment in 47 species of
Panamanian forest trees. The °
negative relationship fits a 80 - halNuPY
prediction of the Resource
Availability Hypothesis
illustrated in Figure 2. Growth
rate is measured as annual
increase in height. Defense
investment is a combined
measure of physical and
chemical defenses against 20
herbivores. (Data from Coley

1987.)

100F °

40 -

Defense investment

There was a strong negative correlation between growth
rate and defense levels, as predicted by the Resource
Availability Hypothesis. The key idea that this hypothe-
sis adds to plant-herbivore interactions is that growth
rates in plants are strongly affected by the available re-
sources—such as nitrogen, phosphorus, and water—
and plant defenses are well correlated with plant
growth potential.

Plants can either defend themselves at all times, or
only when attacked by a herbivore. Structural defenses
are clearly more permanent than chemical defenses. By
utilizing inducible defenses, plants can avoid the cost
of producing defensive chemicals when they are not
needed. Once a plant is attacked by herbivores, it can
then activate its defenses. Induction times for defensive
reactions by plants have been studied for only a few
species and vary from 12 hours to one year or more
(Tollrian and Harvell 1999). Rapid defensive responses
in plants were unexpected but are now being found in
more and more species. If defenses are costly, we would
expect a relaxation of defenses after a herbivore’s at-
tack, but few measurements have yet been made (Kar-
ban and Baldwin 1997). If induced responses are
occurring in a plant, we need to answer two questions
to determine if these responses are antiherbivore de-
fense responses:

1. Do the induced changes affect herbivore foraging
or herbivore distributions?

2. Do plants suffer less damage and have greater
fitness as a result of induced changes in leaf
chemistry?

The brown seaweed Ascophyllum nodosum is a com-
mon seaweed in the intertidal zone of rocky shores of the
North Atlantic. It is grazed by herbivorous gastropods,

Trees that grow
faster invest less

in defense against
herbivores.

0 20 40

60 80 100 120 140

Annual growth rate (cm)
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and it responds to grazing by increasing the production
of secondary metabolites (phlorotannins) (Toth et al.
2005). Phlorotannins are polyphenols produced as sec-
ondary chemicals by these seaweeds. Toth et al. (2005)
showed in laboratory aquarium studies that Ascophyllum
plants exposed to two weeks of grazing by gastropods in-
creased their phlorotannin content (Figure 4). Induc-
tion of tannins was greatest in the most important tissues
for plant fitness: the basal shoots that support all the veg-
etative and reproductive tissues of this seaweed. These
data support one of the key assumptions of the Optimal
Defense Hypothesis that the most valuable tissues of a
plant will be defended most heavily. Moreover, Toth et al.
(2005) showed that the induced tannins in these sea-
weeds reduced the number of viable eggs laid by the her-
bivorous gastropods that fed on previously grazed plants.

Herbivores do not, of course, sit idly by while
plants evolve defense systems (Thompson 1999). Her-
bivores circumvent plant defenses either by evolving
enzymes to detoxify plant chemicals or by altering the
timing of their life cycle to avoid the noxious chemi-
cals of the plants (as in the next example of tannins in
oak leaves). The coevolution of animals and plants
can thus occur, and we will examine three cases to il-
lustrate this.

Gastropod grazing
of the critical basal
shoots increased
tannin content by
55%.

Phlorotannin content (%)

Basal shoots
Ascophyllum nodosum

Apical shoots

Figure 4 Induction of phlorotannins in the brown
seaweed Ascophyllum nodosum by exposing plants to
grazing by the gastropod Littorina obtusata for two
weeks in the laboratory. Grazing increased the secondary
chemical content by 12% in the less critical apical shoots and
by 55% in the critical basal shoots that support the plant in the
rocky intertidal zone. (Data from Toth et al. 2005.)

Tannins in Oak Trees

The common oak (Quercus robur), a dominant tree in the
deciduous forests of western Europe, is attacked by the
larvae of over 200 species of Lepidoptera, more species of
insect attackers than any other tree in Europe withstands.
The attack of insects is concentrated in the spring with a
smaller peak of feeding in the fall. Among the most com-
mon of these insects is the winter moth, whose larvae
feed on oak leaves in May and drop to the ground to pu-
pate late in that month. Why is insect attack concentrated
in the spring? One possibility is that oak leaves become
less suitable insect food as they age (Feeny 1970.)

Winter moth larvae fed “young” oak leaves grow
well, but if larvae are fed slightly “older” leaves, they
grow very poorly:

Mean peak larval

Winter moth larvae diet weight (mg)

May 16: “young” oak leaves 45
May 28-June 8: “old” oak leaves 18

No adults emerged from the larvae fed older leaves.
Thus some change occurs very rapidly in oak leaves in
the spring to make them less suitable for winter moth
larvae. The most obvious changes in oak leaves during
the spring are a rapid darkening and an increase in
toughness. The thin oak leaves of May become thick
and more difficult to tear by early June (Figure 5). If
leaf toughness is a sufficient explanation for the feeding
pattern of oak insects in the spring, then ground-up
older leaves should provide an adequate diet. But if
chemical changes have occurred as well, ground-up
older leaves should still be inadequate as a larval diet.
Ground-up leaves seem to be an adequate diet, at least
until early June:

Larvae fed ground-up Mean peak larval weight

leaves (mg)
May 13: “young” leaves 37
June 1: “old” leaves 35

If mature oak leaves can provide an adequate diet,
why has natural selection not favored insect mouth-
parts able to cope with tough leaves? Some Lepidoptera
do feed on summer oak leaves, so it is possible to feed
on tough leaves. If mature oak leaves later in summer
are relatively poor nutritionally compared with young
spring leaves from May and early June, this would pro-
duce natural selection toward early feeding.

Two related chemical changes in oak leaves seem to
be significant for feeding insects: the amount of tannins
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Figure 5 Toughness of “young"” oak (Quercus robur)
leaves collected May 19 and “old"” oak leaves collected
June 10. Toughness is one way in which plants can make
their leaves less palatable to herbivores. (After Feeny 1970.)

in the leaves increases from spring to fall (especially after
July), and the amount of protein decreases from spring
to summer and remains low from June onward. Tannins,
which are secondary plant substances that may reduce
palatability, may act in oak leaves by tying up proteins in
complexes that insects cannot digest and utilize. Larval

weights of winter moths are significantly reduced if their
diet contains as little as 1% oak-leaf tannin.

Nevertheless, some insects have evolved ways of
minimizing the effect of tannins. Insects that feed on
oak leaves in the summer and fall tend to grow very
slowly, which may be an adaptation to a low-nitrogen
diet. Table 3 shows that many of the late-feeding in-
sects on oak overwinter as larvae and complete their de-
velopment on the spring leaves. Many others are leaf
miners, which may avoid tannins by feeding on leaf
parts that contain little tannin.

Thus the oak tree has defended itself against herbi-
vores by the use of tannins as a chemical defense and
altered leaf texture (toughness) as a structural defense.
Herbivores have compensated by concentrating feeding
in the early spring on young leaves and by altering life
cycles in the summer and fall.

Ants and Acacias

A mutualistic system of defense has coevolved in the
swollen-thorn acacias and their ant inhabitants in the trop-
ics of Central and South America and in Africa. The ants
depend on the acacia tree for food and a place to live,
and the acacia depends on the ants for protection from
herbivores and neighboring plants. Not all of the ap-
proximately 700 species of acacias (Acacia spp.) depend
on the ants in the New World tropics, and not all the
acacia ants (Pseudomyrmex spp.), 150 species or more,
depend completely on acacia. In a few cases a high de-
gree of mutualism has developed, described in detail
by Janzen (1966). Some of the species of ants that in-
habit acacia thorns are obligate acacia ants and live
nowhere else.

Swollen-thorn acacias have large, hollow thorns in
which the ants live (Figure 6). The ants feed on

I Table 3 Larval feeding habits of early-feeding and late-feeding lepidoptera species on leaves of

the common oak in Britain.

Feeding habit

Early-feeding species? (%) Late-feeding species® (%)

Larvae complete growth on oak leaves in one season

Larvae complete growth on low herbs after initial feeding

on oak leaves

Larvae overwinter and complete growth in following year

Larvae bore into leaf parenchyma (leaf miners)

92 42
3 11
4 38
3 26

*Early-feeding larvae are in May and June; total of 111 species.

PTotal of 90 species.

NOTE: Some species exhibit more than one of the feeding habits, so the columns do not add to 100%.

SOURCE: After Feeny (1970).
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(a)

Figure 6 Ant-Acacia Coevolution. (a) Acacia collinsii growing in open pasture in
Nicaragua. This tree had a colony of about 15,000 worker ants and was about 4 m tall.

(b) Area cleared over 10 years around a growing Acacia collinsii in Panama by ants
chewing on all vegetation except the acacia. The machete in the photo is 70 cm long. The
area was not disturbed by other animals. (c) Swollen thorns of Acacia cornigera on a lateral
branch. Each thorn is occupied by 20-40 immature ants and 10-15 worker ants. All the
thorns on the tree are occupied by ants belonging to a single colony. An ant entrance hole

is visible in the left tip of the fourth thorn up from the bottom.

modified leaflet tips called Beltian bodies, which are the
primary source of protein and oil for the ants, and also on
enlarged extrafloral nectaries, which supply sugars.
Swollen-thorn acacias maintain year-round leaf produc-
tion, even in the dry season, providing food for the ants.
If all the ants are removed from swollen-thorn acacias, the
trees are quickly destroyed by herbivores and crowded out
by other plants. Janzen (1966) showed that acacias with-
out ants grew less and were often killed:

Acacias with  Acacias with
ants removed ants present

Survival rate over 43 72
10 months (%)
Growth Increment

May 25-June 16 (cm) 6.2 31.0

June 16-August 3 (cm) 10.2 72.9

Swollen-thorn acacias have apparently lost (or never
had) the chemical defenses against herbivores found in
other trees in the tropics.

The acacia ants continually patrol the leaves and
branches of the acacia tree and immediately attack any
herbivore that attempts to eat acacia leaves or bark. The
ants also bite and sting any foreign vegetation that touches
an acacia, and they clear all the vegetation from the
ground beneath the acacia tree. As a result the swollen-
thorn acacia often grows in a cylinder of space virtually
free of all competing vegetation (see Figure 6b).

Similar interactions between ants and acacias have
been described for Africa (Stapley 1998). The ant-acacia
system is thus a model system of the coevolution of two
species in an association of mutual benefit. By reducing
herbivore destruction and competition from adjacent
plants, the ants serve as a living defense mechanism for
the acacias.

Spines and Thorns in Terrestrial Plants

Thorns, spines, and prickles occur widely on terrestrial
plants, and even though everyone assumes that they act as
physical defenses against large herbivores, there is remark-
ably little evidence that this is true (Myers and Bazely
1991). A variety of observations are consistent with this
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Figure 7 Percentage of the cactus 100 -
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idea. For example, the cactus Opuntia stricta has more spiny
individuals on Australian islands on which cattle graze
than on islands with no grazing (Figure 7). If thorns and
spines are herbivore defense mechanisms, they could be
used to test ideas about plant defenses. The resource avail-
ability hypothesis (see Figure 2) predicts that plants grow-
ing in nutrient-poor soils should invest more in plant
defense than plants on rich soils. This is not the case for the
fynbos vegetation of South Africa (Campbell 1986). Fyn-
bos is a shrubland of sclerophyllous, evergreen plants grow-
ing on very poor soils. Only 4% of the total plant cover in
fynbos has spines, compared with 13% of the plant cover
in nutrient-richer areas that lack fynbos. Campbell (1986)
suggests that the fynbos vegetation is so poor that no large
herbivores can live on it, and consequently there is no se-
lection for physical plant defenses such as thorns.

Acacias in Africa and the Mediterranean region grow
spines and thorns that appear to be an adaptation
against large herbivores. In Tanzania Acacia tortilis trees
protected from grazing do not grow spines (Gowda
1996). Goats feeding on these acacias induce spines on
the trees, and Gowda (1996) found that the more spines
on individual plants, the fewer shoots they lost to goat
browsing on branches and leaves. In the Negev Desert
of Israel, Rohner and Ward (1997) compared acacias
on fenced areas that excluded large herbivores for more
than 10 years with acacias on open areas. They found
that browsed acacias increased the numbers of spines
and thorns, but they did not consistently increase their
chemical defenses compared with controls.

One way to test whether thorns are an induced
response to herbivory is to exclude the herbivores and
monitor thorn production. The Mediterranean shrub
Hormathophylla spinosa is heavily browsed by ungulates in
southern Spain, and typically 80% of the flowers and fruits
are eaten each year. Thorns are grown anew each year in
this shrub, since they grow only on the flower stems. When
ungulates were excluded from 20 shrubs for three years,
thorn production decreased by about 40% (Figure 8).
Thorn production is costly to these plants, and up to 58%
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Figure 8 Changes in the number of thorns on the
Mediterranean shrub Hormathophylla spinosa in fenced
(black) and unfenced (red) plots. There is a trade-off
between thorn production and fruiting in this plant: the
fewer thorns it produces, the more fruit it can bear. (After
Gomez and Zamora 2002.)

more fruits were produced when thorns were removed ex-
perimentally. A trade-off between thorn production and
fruiting occurs in this shrub: the fewer thorns it produces,
the more fruit it can bear (Gomez and Zamora 2002).
Thorns do not prevent all herbivore damage but they
are an effective partial deterrent to many large herbivores.
For some plants such as Hormathophylla spinosa thorns are
plastic traits that can be induced by heavy herbivore
damage and relaxed in herbivore-free environments.

Herbivores on the
Serengeti Plains

Because of the many defense mechanisms of plants, all
that is green is not necessarily edible and herbivores
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may be more food-limited than they appear. The result
is that herbivores may still compete for food plants. But
in some cases herbivores may cooperate in the harvest-
ing of plant matter. The grazing system of ungulates on
the Serengeti Plains of east Africa is an excellent illustra-
tion of how herbivores may interact over their food sup-
ply. The Serengeti Plains contain the most spectacular
concentrations of large mammals found anywhere in
the world. A million wildebeest (Figure 9), 600,000
Thomson’s gazelles, 200,000 zebras, and 65,000 buf-
faloes occupy an area of 23,000 km? (9000 mi?), along
with undetermined numbers of 20 other species of
grazing animals (Sinclair and Arcese 1995).

The dominant grazers of the Serengeti Plains are
migratory and respond to the growth of the grasses in a
fixed sequence (Figure 10). First, zebras enter the long-
grass communities and remove many of the longer
stems. Zebras are followed by wildebeest, which mi-
grate in very large herds and trample and graze the
grasses to near the ground. Wildebeest are in turn fol-
lowed by Thomson's gazelles, which feed on the short
grass during the dry season (Bell 1971).

Figure 9 Blue wildebeest grazing on the Serengeti
Plains of East Africa. An estimated 1 million migratory
wildebeest inhabit the Serengeti region.

Different grazers in the Serengeti system do not se-
lect different species of grasses but instead select differ-
ent parts of the grass plant during different seasons
(Figure 11). Zebras eat mostly grass stems and sheaths
and almost no grass leaves. Wildebeest eat more
sheaths and leaves, and Thomson'’s gazelles eat grass
sheaths and a large fraction of herbs not touched by the
other two ungulates. These feeding differences have sig-
nificant consequences for the ungulates because grass
stems are very low in protein and high in lignin,
whereas grass leaves are relatively high in protein and
low in lignin, such that leaves provide more energy per
gram of dry weight. Herb leaves typically contain even
more protein and energy than grass leaves (Gwynne
and Bell 1968). So zebras seem to have the worst diet
and Thomson'’s gazelles the best.

How can zebras cope with grass stems as the major
part of their diet during the dry season? Most of the un-
gulates in the Serengeti are ruminants, which have a spe-
cialized stomach containing bacteria and protozoa that
break down the cellulose in the cell walls of plants. But
the zebra is not a ruminant and is similar to the horse in
having a simple stomach. Zebras survive by processing a
much larger volume of plant material through their gut
than ruminants do, perhaps roughly twice as much. So
even though a zebra cannot extract all the protein and en-
ergy from the grass stems, it eats more and compensates
by volume. Zebras also have an advantage of being larger
than wildebeest and Thomson's gazelles, and larger ani-
mals need less energy and less protein per unit of weight
than smaller animals. The net result of these factors is
that in times of dietary stress, large animals are able to
tolerate low food quality better than small animals can.

Competition for food may occur between wilde-
beest and Thomson's gazelles because they eat the same
parts of the grass. Wildebeest have what appears to be a
devastating effect on the grassland as they pass through
in migration. Green biomass was reduced by 85% and
average plant height by 56% on sample plots. By estab-
lishing fenced areas as grazing exclosures, McNaughton
(1976) was able to follow the subsequent changes both
in grassland areas subject to wildebeest grazing and in
areas protected from all grazing. Grazed areas recovered
after the wildebeest migration had passed and pro-
duced a short, dense lawn of green grass leaves. As
gazelles entered the area during the dry season, they
concentrated their feeding on areas where wildebeest
had previously grazed and avoided areas of grassland
that the wildebeest herd had missed.

Grass production was reduced by both wildebeest
and gazelles, but no signs of competition were found.
The Serengeti ungulate populations show possible evi-
dence of grazing facilitation, in which the feeding ac-
tivity of one herbivore species improves the food
supply available to a second species. Heavy grazing by
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Figure 10 Populations of three migrating ungulates in relation to rainfall and grass
length on the Serengeti Plains of East Africa. The figures were obtained in the western
Serengeti by a series of daily transects in a strip approximately 3000 m long and 800 m
wide. Successive peaks during each year mark the passage of the main migratory species
in the early dry season. (Estate holds rights.)
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Figure 11 Frequency of the three structural parts of grass in the diets of wildebeest
and zebras during the dry season and the wet season, Serengeti Plains, East Africa.
The diets of these two ungulates differ more in the dry season than in the wet season.
(After Gwynne and Bell 1968).
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Figure 12 Population changes in migratory ungulates in the Serengeti Plains of East
Africa from 1959 to 2006. Estimates were obtained by aerial census. If grazing
facilitation is strong in this system, wildebeest should not increase in numbers unless zebra
also increase. This has not occurred. (Data from Mduma et al. (1999) and A.R.E. Sinclair,

personal communication.)

wildebeest prepares the grass community for subse-
quent exploitation by Thomson's gazelles in the same
general way that zebra feeding improves wildebeest
grazing. Thus potential competition may be replaced by
mutualism. Feeding systems of this type may be se-
verely upset by the selective removal of one herbivore in
the sequence.

Grazing facilitation may have strong or weak effects
on populations of these ungulates. By comparing popu-
lation trends of wildebeest, zebras, and Thomson’s
gazelles in the Serengeti, Sinclair and Norton-Griffiths
(1982) could test if this facilitation was strong or weak. If
grazing facilitation is strongly mutualistic and obligatory,
wildebeest numbers should not increase if zebra num-
bers do not increase, and if wildebeest numbers increase,
gazelle numbers should also increase. Figure 12 shows
that this has not happened. Wildebeest numbers more
than doubled during the 1970s while gazelle numbers
fell slightly and zebra numbers remained constant. Pre-
dation may hold zebra numbers down, and these three
ungulates apparently are not as closely linked as Bell
(1971) suggested. Grazing facilitation has little effect on
population changes of these ungulates (Arsenault and
Owen-Smith 2002).

Competition for grass in the Serengeti region may
occur between very different types of herbivores (Sinclair
and Arcese 1995). In addition to the large ungulates, 38

species of grasshoppers and 36 species of rodents con-
sume parts of the grasses and herbs. In the Serengeti
Plains, most of the plant material consumed by herbi-
vores is consumed by the large ungulates, but in some
plant communities within the Serengeti, grasshoppers
consumed nearly half as much grass as did the ungulates.
The grazing system of the Serengeti is thus even more
complex than is suggested in Figure 10. In any grazing
system, herbivores of greatly differing size and taxonomy
may be affecting one another positively or negatively.

Can Grazing Benefit Plants?

Herbivores eat parts of plants, and at first view this ac-
tion would appear to be detrimental to the individual
plant, a negative interaction from the plant’s viewpoint.
But could grazing or browsing in fact be beneficial to a
plant so that it is a win-win situation for both the plant
and the herbivore? On a more practical level of public
policy, should public grazing land be protected from
sheep and cattle grazing, or should we encourage cattle
and sheep production? If cattle and sheep grazing is
good for plants, then we would have a clear, ecologi-
cally based reason to support current land management
policies in the western United States and Australia.
What is the ecological evidence?
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The idea that grazing is good for individual grasses,
good for cattle, good for plant communities (to retard
succession to shrubs), and good for ecosystems (to speed
up decomposition) have been promoted by both range
managers (Savory 1988) and ecologists (Owen and
Wiegert 1981). This idea in the broad sense postulates
that grazers and grasses are in a mutualistic relationship
in which both gain. But it is clear that too much grazing is
detrimental—everyone agrees with that. The question is
whether or not some moderate level of grazing will stim-
ulate plants to produce more biomass, a proposal called
the overcompensation hypothesis (Figure 13).

To evaluate the idea that grazing could improve
plant production, it is important to measure both
aboveground and belowground biomass. Grazing at a
moderate level causes exact compensation or overcom-
pensation in growth for about 35% of the plants that
have been studied (Hawkes and Sullivan 2001). Differ-
ent species respond in a variety of ways to grazing or
browsing. Figure 14 shows the response of willow
shrubs and black spruce trees to simulated browsing. Fast-
growing willows in Sweden are being grown for bioen-
ergy, and the response of willow plants to shoot removal
is critical for management (Guillet and Bergstrom 2006).
Figure 14a shows that total biomass of these willows
under clipping never exceeded the biomass production
of unclipped shrubs. By contrast, black spruce trees
showed overcompensation for shoot removals during
the first growing season but exact compensation one
year later (Bast and Reader 2003). Plants respond to
grazing by regrowth but they never recover completely
from the losses caused by moderate to severe grazing.
The prevailing view of the plant-herbivore interaction

Figure 13 The overcompensation hypothesis
of grazing. Grazing is postulated to be favorable
for plant production up to some optimum level of
grazing pressure (green arrow). The classical view
of grazing (undercompensation) is shown by the
red line, in which plants cannot completely
replace grazed tissues so that all grazing has a
negative effect on plant production. The
horizontal black line indicates exact

for grazing systems that it is a predator-prey type of in-
teraction in which the herbivore gains and the plant
loses is correct for some but not all plants, particularly
when herbivores remove only small amounts of plant
production.

Not all plant-herbivore interactions can thus be
classified as +/— or negative—some plant-animal in-
teractions are mutualistic, or +/+, as we saw for the
ant-acacia system, in which both parties gain. Pollina-
tion and fruit dispersal are two additional interac-
tions that can be beneficial for both the plant and the
herbivore.

Herbivores are commonly thought to be “lawn
mowers,” but it is important to recognize that they are
highly selective in their feeding. This selectivity is a
major reason why the world is not completely green for
an herbivore. Figure 15 illustrates selective feeding in
the snowshoe hare (Lepus americanus). Snowshoe hares
feed in winter on the small twigs of woody shrubs and
trees. In the southwestern Yukon, only three main
plant species are available above the snow, and hares
clearly prefer dwarf birch (Betula glandulosa) over wil-
low (Salix glauca). These preferences may be caused by
plant secondary substances such as phenols (Sinclair
and Smith 1984).

Dynamics of
Herbivore Populations

There are two basic types of plant-herbivore systems.
We have discussed one type, called an interactive herbi-
vore system because the vegetation affects the herbivore

The key prediction of the
overcompensation hypothesis
is that grazing will increase
plant production up to some

point indicated by the peak
of the blue curve.
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(Modified after Belsky 1986.)
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Figure 14 Tests of the overcompensation hypothesis. (a)
Willows (Salix viminalis) grown for biofuel in Sweden. Winter
clipping of these shrubs shows exact compensation, while
summer clipping shows undercompensation. (b) Black spruce
(Picea mariana) trees five years of age were clipped at three
intensities. A nonsignificant hint of overcompensation can be
seen after five months, but one year later all treatments
showed exact compensation. (Data from Guillet and
Bergstrém 2006, and Bast and Reader 2003.)

population and the herbivores influence the rate of
growth and the subsequent fate of the vegetation:

vegetation production <> herbivore abundance

This feedback is critical for the dynamics of the plant-her-
bivore system. Other herbivore systems, called noninter-
active herbivore systems, show no relationship between
herbivore population density and the subsequent condi-
tion of the vegetation because there is no feedback:

vegetation production — herbivore abundance

These systems will be discussed below.

Willow twigs are the
most abundant forage
available to snowshoe
hares in winter but it is
the least preferred

winter food.
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Figure 15 Selective feeding of snowshoe hares on woody
plants during winter. (a) Biomass of available forage. (b)
Percentage of forage type in diet. Hares do not eat a random
sample of the plants available but are highly selective and prefer
dwarf birch. (Data from Kluane Lake, Yukon, winter 1979-1980;
unpublished data from A. R. E. Sinclair and J. N. M. Smith.)

Many herbivore systems are interactive, with feed-
back occurring between herbivores and plants. Serengeti
ungulates provide many examples, and most grazing
systems are of this type. Next we look at an example of
each type to compare and contrast the two ways in
which animal populations react to their food plants.

Interactive Grazing:
Ungulate Irruptions

Many large mammals introduced into a new region in-
crease dramatically to high densities and then collapse
to lower levels. The increase and subsequent collapse is
called an irruption. Introduced reindeer populations
have provided several examples. Figure 16 illustrates
the stages of an irruption. Irruptions commonly occur
when the introduced population has an excellent food
supply and no natural predators. As the population
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The increasing population
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Figure 16 The general pattern of population irruptions
that is often characteristic for large mammal populations
introduced into new areas. Four general stages of the
irruption can be recognized. cc = carrying capacity of the
habitat based on food supplies. (After Riney 1964.)

increases during stage 1 of an irruption, the food re-
sources are reduced. During stage 2 the population ex-
ceeds the carrying capacity of the habitat, and food
plants are overutilized and damaged. In stage 3 the pop-
ulation collapses because of food shortage, often aggra-
vated by severe weather. This collapse may continue to
near-extinction, or the population may stabilize at lower
numbers (Leader-Williams 1988).

Graeme Caughley studied irruptions of the Hi-
malayan thar in New Zealand (Caughley 1970). The
Himalayan thar, a goatlike ungulate of Asia, was intro-
duced into New Zealand in 1904 and has since spread
over a large region of the Southern Alps. As its density
increased, its birth rate fell only slightly and its death
rate increased, primarily because of increased juvenile
mortality. After a period of high density the population
declined due to a combination of reduced adult fecun-
dity and a further increase in juvenile losses.

What caused these population changes? Caughley
(1970) suggested that grazing by the thar both reduced its
food supply and changed the character of the vegetation.
The link between ungulates and their food plants is criti-
cal in these irruptions. The most conspicuous effect of
thar grazing was found in the abundance of snow tus-
socks (Chionochloa spp.), evergreen perennial grasses that
were the dominant vegetative cover where thar were ab-
sent but were scarce where thar had become common.
Snow tussocks were believed to be important as food in
late winter and cannot tolerate even moderate grazing
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Figure 17 Population irruption of introduced reindeer on
Svalbard. In 1978 twelve individuals were introduced to this
island area that was free of other herbivores. This isolated
population showed a classic irruptive sequence (cf. Figure 16).
(Data from Aanes et al. 2000.)

pressures. When thar reach high densities, they begin to
browse on shrubs in winter and may even kill some
shrubs by their feeding activities.

Norwegian whalers introduced two separate popula-
tions of reindeer to South Georgia, a subantarctic island, in
1911 and in 1925, primarily for sport hunting. During the
1950s whales became scarce and reindeer hunting nearly
stopped. Figure 17 shows the population history of 12
reindeer introduced to northern Svalbard (Spitsbergen) in
1978 (Aanes et al. 2000). The herd reached a peak of 360
animals in 1993 and collapsed to about 80 animals over
the winter of 1993-1994. By this time reindeer were over-
grazing their winter food plants, and the interaction of se-
vere winter weather and food shortage caused the initial
collapse. By 1998 this population was rising rapidly again,
as predicted in the irruption model shown in Figure 16.
This simple island system, which lacks predators and other
grazing animals, clearly illustrates the interplay between
plants and herbivores in an interactive grazing system.

A general picture of an ungulate irruption emerges:
A small number of animals is introduced onto a range
with superabundant food, and a gradual increase in an-
imal density and decrease in plant density occurs until
the animals have reduced or eliminated their best for-
age. Animal numbers then decline until a new, lower
density is reached, at which the herbivores and their
plants may stabilize or continue to fluctuate. Irruptions
occur in both native and introduced species of large
herbivores (Forsyth and Caley 2006).

This sequence of events is similar to that pre-
dicted by some simple predator-prey models
(Noy-Meir 1975; Caughley 1976b). The Rosenzweig-
MacArthur predator-prey model can also be applied
to a simple grazing system. Plant growth is a simple
function of plant biomass for most plants, and the
logistic equation can describe plant growth in the
absence of grazing. Figure 18 illustrates some
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Figure 18 Simple models of a plant-herbivore grazing
system. (a) Plant growth as a function of plant biomass. The
logistic growth function is shown in red, and two other
possible shapes of growth functions are shown in blue and
green. (b) Herbivore consumption as a function of plant
biomass. These are functional response curves like those for
predator-prey relations. The blue curve is Type 1, the red
curve is Type 2, and the green sigmoid curve is

Type 3. (Modified from Noy-Meir 1975.)

possible models for plant growth and herbivore
consumption in a grazing system. If we combine the
logistic plant growth model with the Type 2 consump-
tion curve, we can generate the dynamics shown in
Figure 19, a simple herbivore-vegetation model that
mimics the reindeer irruption shown in Figure 17
(Caughley 1976b). The behavior of simple herbivore-
vegetation models is highly dependent on the rates of
increase of the plants and herbivores alike, and also on
the feeding rates of the herbivores. Caughley (1976b)
showed that such simple model systems oscillate in cy-
cles if the grazing pressure tends to hold the amount of
vegetation below about half the amount present in the
ungrazed state. If the herbivore is a very efficient grazer,
such simple systems can collapse completely (Noy-
Meir 1975).

Many insect populations experience irruptions that
damage their food plants (Myers 1993, 2000). The
spruce budworm, for example, periodically irrupts to epi-
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Figure 19 Simple model of an interactive herbivore-
plant grazing system, which is similar to an ungulate
irruption in showing a damped oscillation. The model
used is a modified version of the Lotka-Volterra predator-
prey model in which vegetation increases logistically instead
of exponentially. (After Caughley 1976a.)

demic proportions in the coniferous forests of eastern
Canada (Royama et al. 2005). Budworms eat the buds,
flowers, and needles of balsam fir trees. Outbreaks occur
every 35 to 40 years, in association with the maturing of
extensive stands of balsam fir, and during budworm
outbreaks many balsam fir trees are defoliated and
killed. Populations of the large aspen tortrix moth irrupt
in interior Alaska at intervals of 10-15 years; during these
irruptions quaking aspen trees are severely defoliated
(80%-100%) for two to four years (Brandt et al. 2003).
Many herbivorous insect populations may be held
at low densities by a protein deficiency in their food
plants. White (1993) has suggested that most plant
material is not suitable food for insects because of ni-
trogen deficiencies. When plants are physiologically
stressed—by water shortage, for example—they often
respond by increasing the concentration of amino
acids in their leaves and stems. Some larval insects
may survive much better when more amino acids
are available, and thus the stage is set for an insect
irruption. This hypothesis, called the plant stress
hypothesis, postulates that plants under abiotic stress
become more suitable as food for herbivorous insects
(Larsson, 1989; Huberty and Denno 2004). Labora-
tory tests of this hypothesis have consistently failed to
validate the plant stress hypothesis, and the problem
seems to be that continuous plant stress increases ni-
trogen in the leaves but also reduces their water con-
tent, so that insects feeding on sap in leaves cannot
gain access to this nitrogen. The increased nitrogen is
available to these herbivores only if there is intermit-
tent stress. The key to understanding insect irruptions
seems to lie in the interaction between water stress and
nitrogen availability in plants, and the simple plant
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stress hypothesis needs to be modified (Huberty and
Denno 2004).

A common observation of foresters is that insect at-
tack is often concentrated on young, vigorously growing
trees. Price (1991) suggested the plant vigor hypothesis
as an alternative to the plant stress hypothesis to explain
these outbreaks. Many herbivores feed preferentially on
vigorously growing plants or plant modules (Inbar et al.
2001). Moose, for example, prefer to feed on rapidly
growing shoots of birch and seem immune to plant de-
fense chemicals (Danell and Huss-Danell 1985). Differ-
ent types of herbivores feed on rapidly growing plants,
and others prefer stressed plants, so we should not expect
all species to fit only one of these two hypotheses. Under-
standing patterns of herbivore attacks on plants will
likely require a diversity of hypotheses.

Noninteractive Grazing:
Finch Populations

European finches feed on the seeds of trees and herbs,
and their feeding activities do not in any way affect the
subsequent production of their food plants. These
species form a good example of a noninteractive system
in which controls operate in only one direction:

Food plant production — herbivore density

In these systems herbivore abundance has no effect at
all on the production of food plants. There is no direct
feedback from the herbivores to the plants, in contrast
to the grazing systems discussed in the previous section.
This lack of interaction has important consequences for
plant-herbivore interactions.

Among two groups of British finches, one group
feeds on the seeds of herbs, and their populations are
quite stable (Newton 1972); a second group feeds on
the seeds of trees, and their populations fluctuate
greatly. Population dynamics in these finches are deter-
mined by fluctuations in seed crops from year to year.
Herbs in the temperate zone produce nearly the same
numbers of seeds from one year to another, but trees do
not. Most trees require more than one year to accumu-
late the reserves necessary to produce fruit. Spruce trees
in Europe, for example, have moderate to large cone
crops every two to three years in central Europe, every
three to four years in southern Scandinavia, and every
four to five years in northern Scandinavia. Good
weather is also needed when the fruit buds are forming
during the year before the seed crop is produced. The
net result is that trees in a given geographic region usu-
ally fruit in synchrony. Various geographic regions may
or may not be in synchrony with each other, depending
on local weather conditions.

Finches that depend on tree seeds experience great ir-
ruptions in population density. They exist only by being
opportunistic and moving large distances to search for
areas of high seed production. All the “irruptive” finches
breed in northern areas and rely at some critical part of the
year on seeds from one or two tree species. Periodically
these finches leave their northern breeding areas and move
south in large numbers. Figure 20 shows the years of inva-
sion of the common crossbill into southwestern Europe. A
major invasion of crossbills into western Europe occurred
in 1990 and a smaller invasion in 1999 and 2002.

Mass emigration of crossbills and other finches is
presumably an adaptation that avoids food shortages
on the breeding range (Newton 1972). But crop fail-
ure alone is not sufficient to explain these mass move-
ments. For example, in Sweden the spruce cone crop
has been measured in all districts since 1900. Not all
poor spruce crops in Sweden have resulted in crossbill
movements. Very poor spruce crops occurred in 14
years between 1900 and 1963, but in only six of these
years did crossbills move. Other evidence suggests that
high population density may be necessary before
larger scale movements can be triggered. In some
years, crossbills began to emigrate in the spring, even
before the new cone crop was available. Crossbills also
put on additional fat before they emigrate, in the same
way that migratory birds do. The suggestion is that
high crossbill density is a prerequisite for large-scale
movements and that emigration occurs in response to
the first inadequate cone crop once high bird densities
are present.

Why emigrate? Mass emigration presumably is ad-
vantageous to the birds that stay behind, provided they
find sufficient food. Emigration, by contrast, is often con-
sidered suicidal, and the question arises as to how such
an adaptation could exist. Crossbill emigrants might have
two potential advantages: They could colonize new habi-
tats in the south and thereby leave descendants. However
it is more likely they obtain an advantage by migrating
back north again after the food crisis has passed. Newton
(1972) described four common crossbills that were
banded in Switzerland during an irruption and were re-
covered a year later in northern Russia. Thus some birds
return north, even though many die in the south during
the irruption.

A close correlation exists between crossbill breeding
densities and the size of their food supply, the conifer
cone crop. This correspondence is obtained by having
great mobility such that populations can concentrate
their nesting in areas with good cone crops. How ran-
dom mobility within the normal breeding becomes a
unidirectional emigration in years of irruption is not
understood.



Species Interactions lll: Herbivory and Mutualism

There is no repeatable cycle in
these crossbill irruptions because
they depend on conifer cone crops
that occur at irregular intervals.
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Figure 20 Years of invasions of the common crossbill into southwestern Europe
from 1800 to 2005. Red blocks indicate large invasions; yellow blocks indicate small
invasions. (Data from lan Newton 1972 and personal communication.)

Mycorrhizae: An Example
of Mutualism

Not all interactions between species are detrimental to
plants; one good example of mutualism involves mycor-
rhizal fungi in the soil. Plants must take up nutrients
from the soil to grow, and almost all plants have fungi
called mycorrhizae growing on or in their roots. These
fungi help the plant by taking up inorganic nutrients
such as phosphorus from the soil and donating these
nutrients to the plant in exchange for carbohydrates like
sugars that the fungi obtain from the plant roots. Figure
21 illustrates schematically the interactions between
plant roots and mycorrhizal fungal hyphae. These kinds
of win-win interactions are called mutualisms because
they benefit both of the species involved.

Ecologists and agricultural scientists discovered the
importance of mycorrhizae by observing what happens

to plants that do not have mycorrhizae. In Oregon, a
Douglas fir tree nursery was started in the Willamette
Valley in 1961 on old agricultural fields. Because the
foresters were concerned about root diseases and reduc-
ing weeds, they fumigated the sandy soil before sowing
the first crop and killed all the soil organisms, good as
well as bad. The photo in Figure 22 shows the Douglas
fir seedlings in their third growing season. Most
seedlings are stunted, off color, and deficient in all nu-
trients, especially phosphorus. However, some tree
seedlings got inoculated with mycorrhizal fungi, pre-
sumably by airborne spores, and started growing nor-
mally. Once the mycorrhizae were established, the fungi
grew out from the first root system to colonize adjacent
seedlings, which then began to grow. The fungi spread
through the growing season, resulting in patches with
the largest seedlings in the middle. The soil in the nurs-
ery was heavily fertilized when the stunting syndrome
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No mycorrhizal fungi Mycorrhizas present Figure 21 Schematic view of the
interaction between soil phosphorus and
plant roots with and without mycorrhizae.
(a) Plants with fine root hairs gain little from
having mycorrhizae that can bring in nutrients
from distant parts of the soil. (b) Plants without
fine root hairs gain a large benefit from
mycorrhizae. This schematic illustrates the
reason for the variation in tree growth shown
in Figure 22. (Modified from Brundrett et al.
1996.)

2

Z,
/
'9{;( / ///

(a) Plant with a fine root system and long root hairs.

\

M

Mycorrhizal benefit small

Y

A
»~
[0} \‘g)
2 <
o L Nutrients from the white zone are
= L picked up by the fungal hyphae
qc’ and moved into the plant roots,
bt benefiting the plant.
©
N
£
o]
o
>
=
A
»~
(b) Plant with a coarse root system without root hairs.
D Available P |:| Non-mycorrhizal roots

[ ] Pdepletionzone [ ] Roots with mycorrhizae

Figure 22 Douglas fir seedlings
growing in a nursery in Oregon.
The soil was sterilized, which killed all
of the mycorrhizal fungi, and tree
seedlings were then planted. A few of
the seedlings had mycorrhizal fungi
colonize their roots (probably from
airborne spores), but most did not.
The differences in growth are striking.
(Photo courtesy of Jim Trappe,
Oregon State University.)
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appeared, but the seedlings could not pick up the soil
phosphorus without the mycorrhizal fungi, and with-
out the phosphorus they could not extend their root
systems to acquire other nutrients.

The mycorrhizal association is a true mutualism be-
cause both the plant and the fungus benefit. In infertile
soils, nutrients taken up by the mycorrhizal fungi lead
to improved plant growth. Plants with mycorrhizae are
more competitive in infertile soils and better able to tol-
erate environmental stresses than are plants without
mycorrhizae. There are many different species of mycor-
rhizal fungi, and any single species of plant may be col-
onized by a variety of different fungal species (van der
Heijden and Sanders 2002). Ecologists are just now be-
ginning to appreciate how this complex community of
soil organisms interacts with trees, shrubs, grasses, and
herbs. Mycorrhizal fungi are essential for modern agri-
culture and forestry but go largely unnoticed because
they are hidden from view in the soil.

Complex Species Interactions

Species interactions are rarely one-on-one in natural
communities, and the untangling of complex sets of
species interactions is an important focus in ecology
today. Complex interactions illustrate how difficult it
can be to determine whether a single species exerts a
beneficial or a harmful influence on another species.

Interactions between homopterous insects and the
ants that either tend them or prey on them have been
described for nearly a century (Buckley 1987). These
plant-homopteran-ant interactions are significant be-
cause many of the world’s major plant pests are ho-
mopteran insects, and many of the worst crop diseases
are transmitted by homopterans. The manipulation of
ant assemblages to control homopteran pests has been
practiced in China since at least ab 300 (Needham
1986).

Ants that tend homopterans provide a positive ben-
efit for the homopterans, including protection from
predators or parasitoids, sanitation in honeydew re-
moval, and transportation to new feeding sites. Ants
may also remove dead individuals from homopteran
populations and provide nest sites. For the plants,
plant-homopteran-ant interactions impose many costs
and confer few if any benefits. Homopterans consume
phloem sap and tax the plant by removing metabolites,
damaging plant tissues, and increasing water loss. Ho-
mopterans may also transmit plant pathogens. For the
ants that tend homopterans, the main benefit is the
food they obtain in the form of sugars from the honey-
dew secreted by homopterans (Buckley 1987), and ant
colonies that feed on honeydew have higher popula-
tions than colonies with no honeydew source.

Pinyon pine trees in northern Arizona are attacked by
a stem-boring moth (Dioryctria albovittella) with a cascade
of effects on the trees, their cone crops and seed harvest
by birds, and their mycorrhizal fungi (Whitham and
Mopper 1985; Brown et al. 2001). Pinyon pine growing
on volcanic cinder soils with low nutrients are subject to
attack by this moth, but while 80% of the pine trees are
attacked, others are resistant to the moth (Figure 23). Re-
sistance to the moth has a genetic basis. The result is
pinyon pine that appear like shrubs because of the moth
attack on their terminal shoots and normal conical, up-
right pines not subject to attack. By experimentally re-
moving moth larvae from some susceptible trees for 18
years, Whitlam was able to show that moth removal re-
versed the herbivore impact on tree shape. These effects
flowed on to other components of the ecological commu-
nity (Table 4). Cone production was much lower on sus-
ceptible pine trees, providing fewer seeds to avian
seedeaters like Clark’s nutcracker. Moreover, only one-third
of the harvested seeds were from the cones of susceptible
trees compared with resistant trees. Finally, mycorrhizae
colonized the resistant trees more readily than the suscep-
tible trees, which had fewer coarse roots, giving them a
growth advantage in nutrient uptake from the poor vol-
canic soils (Gehring and Whitham 1994). Herbivory in
this example has consequences not only for the pines
being eaten but also for other animals that feed on the
seeds of this pine and the soil fungi that assist the pines in
nutrient uptake.

Sus_(_:_eptlb_lé &

Figure 23 Pinyon pines (Pinus edulis) growing in the
Sunset Crater of northern Arizona on black cinder soil.
Pines susceptible to the stem-boring moth Dioryctria
albovittella are reduced to tall shrubs by this herbivore, while
resistant pines grow into a normal tree. By removing the moth
over 18 years Thomas Whitham and his students were able to
change the growth form of susceptible trees back to normal
growth. Further consequences of this plant-herbivore
interaction are given in Table 4. (Photo by T. G. Whitham.)
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Table 4 Levels of herbivory on moth-resistant, moth-susceptible, and moth-removal pinyon
pines in northern Arizona, and the consequences of this herbivory

for other components of the community.

Shoot mortality Cone Cone harvest Mycorrhizal
Tree type caused by moths production? by birds colonization
Resistant: 150-year-old trees 9% 2440 100% 37%
Resistant: 60-year-old trees 2% 165 38% 51%
Susceptible: 150-year-old trees 24% 172 38% 25%
Susceptible: 60-year-old trees 16% 13 19% 34%
Experimental moth removal:
60-year-old trees 1% 147 36% 55%

*Data from all trees for the cone production year of 1994.

SOURCE: After Brown et al. (2001).

In Hawaii an insect called green scale (Coccus
viridis) is tended by the ant Pheidole megacephala on
the host plant Indian fleabane (Pluchea indica). Bach
(1991) analyzed this system using removal and addi-
tion experiments to measure the strength of these in-

in exchange for nutrients

Il Ants present
B Ants removed

No. of scales parasitized
w

0 8 15 29
Days after removal

(a) Parasitized scales.

Ants protect the scale insects
from predators and parasitoids

secreted by the scale insects.

teractions. When she removed ants from plants, the
number of parasitized green scales increased, and the
mortality of scales to other predators and diseases
also increased (Figure 24). Ants removed ladybird
beetle larvae introduced onto plants as possible scale

Bl Ants present
I Ants removed

No. of scales dead from other causes

0 8 15
Days after removal

(b) Scales dead from other causes.

Figure 24 Number of green scales (Coccus viridis) per leaf on Indian fleabane plants
(Pluchea indica) with and without ants (Pheidole megacephala). Mortality of the insects
increased dramatically when ants were removed. (After Bach 1991.)
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predators. On plants without ants, honeydew from the
green scale accumulates, and a sooty mold grows on
the leaves. This mold reduces the photosynthetic rate
of the leaf, and leaves infested with mold were often
shed by the plant. Ants thus indirectly benefited the
plant by removing the honeydew. Ants may also re-
move other herbivorous insects such as moth larvae
from plants and thus protect the plants from addi-
tional losses (Bach 1991).

Complex interactions become more difficult to
unravel as the number of species involved grows. In-
teraction webs may involve herbivory, mutualism, pre-
dation, and competition, and emphasize the need to
look at both direct interactions and indirect effects in
ecological systems in a quantitative way (Brown et al.
2001).

Herbivory, Economics, and Land Use

Ecological ideas about herbivory meet economic ideas
about land use in the grazing lands of the western
United States. About 70% of the land area in the western
states is grazed by livestock, including wildemess areas,
wildlife refuges, national forests, and some national parks
(Fleischner 1994). Ecologists ask two questions about the ef-
fects of grazing: (1) What are the ecological costs of grazing
these areas? And (2) is grazing in its current form sustain-
able? Economists ask about the balance of costs and bene-
fits of grazing, but in doing so rarely consider the ecological
costs, which almost never have dollar values attached to
them. The result has been an ongoing and acrimonious
controversy over land use in the West, a controversy with
multiple dimensions.

The experimental ecologist would like to look at com-
parable grazed and ungrazed land in order to measure the
ecological effects of grazing on populations of plants and
animals. But almost no ungrazed land is available for such
comparisons. Much of the land left ungrazed is on steep
slopes or in rocky areas that differ dramatically from the
surrounding habitats. One solution to this problem is to
use livestock exclosures to study effects. But this approach
also has problems because most exclosures are small in
area and were previously grazed. Small exclosures do not
include all the species in a community, especially the rare

ones. And if the initial grazing effects are the most severe
ones, historical carryover will affect even long-term exclo-
sure studies on sites that were previously grazed. As such,
exclosures will underestimate the true effects of grazing on
plants and animals.

Some ecologists and land managers argue that grass
needs grazing and that livestock are thus essential for the
ecological health of western grazing lands. Some of the
justification for this has come from the overcompensation
or herbivore optimization hypothesis, which suggests that
plant productivity may increase if plants are grazed. There
is little ecological evidence for this hypothesis in western
rangelands, but the idea keeps coming up as but one justi-
fication for the current grazing system.

The use of public lands for grazing must be balanced
with the needs of conservation and recreation. In particu-
lar, all those concerned need to work out sustainable land-
use practices that will achieve these diverse economic and
ecological goals. The western rangelands should not be all
national parks, nor should they be all overgrazed plant
communities. There must be cooperation among all inter-
ested groups to achieve the goal of sustainable land use,
and good science conducted to show us what policy goals
can be achieved by good land management (Brown and
McDonald 1995).
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b Summary

Herbivory is a form of predation. Because plants are
modular organisms, herbivores usually eat only part of
the plant, and typical herbivory thus differs from
typical predation. Plants have a variety of structural and
chemical defenses that discourage herbivores from
eating them. Many secondary plant substances stored
in plant parts discourage herbivores, which have
responded to these evolutionary challenges by timing
their life cycle to avoid the chemical threats or by
evolving enzymes to detoxify plant chemicals. Several
theories have attempted to specify the strategies of
plant defense but no general theory has yet proven
possible because of the diverse methods of plant
defense against herbivores. The Resource Availability
Hypothesis is currently the best model for plant
defense. It emphasizes the differential costs and
benefits of defense for slow-growing and fast-growing
plants, and predicts when plants ought to invest in
either chemical or physical defense.

Some herbivores can affect the future density and
productivity of their food plants. A very efficient
herbivore can thus drive itself to extinction unless it

R—

eview Questions and Problems

1 Large mammals in the Serengeti utilize grazing
facilitation (Figure 10) but their populations change
independently of one another (Figure 12). Suggest at
least two hypotheses that might explain this
discrepancy, and discuss what data would be needed
to test these hypotheses.

2 Discuss the advantages and disadvantages of physical
versus chemical defenses in plants.

3 Plants endemic to islands without large mammalian
herbivores are believed to be vulnerable to damage
and possible extinction because they have no
evolutionary history of being grazed. How would you
test this hypothesis that island plants lack defenses
against herbivores? Compare your approach with that
of Bowen and Van Vuren (1997), who studied the
plants of Santa Cruz Island off California.

4 An early view of plant-herbivore interactions was
that plants and their insect herbivores are engaged in
an evolutionary arms race, and for many interactions
pairwise coevolution was the dominant explanation
for the observed patterns of plant defense. This view
is not widely held now (Stamp 2003). Discuss why
the evolutionary arms race analogy might not hold
for plant-herbivore interactions.

has some constraints that prevent overexploitation of
its food plants. Most herbivore-plant systems seem to
exist in a fluctuating equilibrium. Some herbivore
populations track their food supply, and large
fluctuations in food supply are often translated into
large fluctuations in herbivore densities.

Not all herbivory is detrimental. Mycorrhizal fungi
in the soil take nutrients from plant roots but in
exchange extract nutrients like phosphorus from the
soil and provide these nutrients to the roots. Plants
without mycorrhizae often grow poorly, and this
mutualism has major consequences for plant-plant
competition.

Mutualism occurs in many plant-animal
interactions. Pollination and seed dispersal are two
examples of processes that benefit both plant and
animal species. Ants may form mutualistic
relationships with plants, particularly in tropical areas
or with herbivorous insects such as homopterans.
Many plant-animal interactions are complex and
involve many species in a web of relationships that are
not easily categorized as positive or negative overall.

5 Wildlife managers and range ecologists both speak of
the “carrying capacity” of a given habitat for a
herbivore population and try to prevent
“overgrazing.” Write an essay on the concepts of
carrying capacity and overgrazing, how they can be
measured, and how the concepts can be applied to
agricultural and natural situations. McLeod (1997),
Price (1999), and Mysterud (2006) discuss the
definition and use of these terms.

6 Sap-feeding insects do more poorly on water-stressed
plants, while leaf-chewing insects on average are not
affected by water-stressed plants. Discuss why this
difference in response might occur. Huberty and
Denno (2004) discuss these results.

7 Alkaloids are plant defense chemicals, but not all
plants contain alkaloids. Among annual plants, the
incidence of alkaloids is nearly twice that among
perennial plants. Tropical floras also contain a much
higher fraction of species with alkaloids than
temperate floras, and this is true for both woody and
nonwoody plants. Suggest why these patterns might
exist, and how to test your ideas. Compare your
ideas with those of Levin (1976).
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8 Caughley and Lawton (1981) suggest that the growth
of many plant populations will be close to logistic.
Review the assumptions of the logistic equation, and
discuss why this suggestion might be true or false.

9 Eucalyptus trees in Australia have high rates of insect
attack on leaves, with 10%-50% of the leaves eaten
every year, even though these trees also contain very
high concentrations of essential oils and tannins (Gras
et al. 2005). Discuss how this situation could occur if
eucalyptus oils and tannins are defensive chemicals.

10 Large herbivorous mammals are not always present
in habitats dominated by spiny plants. Why might
this be? Janzen (1986) reviews the vegetation of the
Chihuahuan Desert of north-central Mexico and
interprets the abundance of spiny cacti as reflecting
the “ghost of herbivory past.” Read Janzen's analysis
and discuss how one might test his ideas.

1 Three species of crossbills in northern Europe tend to
irrupt together. But two species concentrate on larch
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Disease is one of the major causes of debilitation
and death of animals and plants, and the
interactions between parasites and disease agents
and their hosts are important for individuals and
populations.

Simple host-parasite models can predict extinction,
stability, or host-parasite cycles. Stable interactions
of host and parasite are rather rare in most disease
models.

Diseases and parasites can affect reproductive
output or mortality rates, but only in a few cases do
we understand the effects of disease on the host
population.

Parasites and diseases do not necessarily coevolve
to become more benign, but instead face an arms
race in which each is attempting to maximize fitness
in evolutionary time.

While human disease has been a major
preoccupation of medical scientists, we know much
less about the role of disease in ecological systems.
Diseases introduced to new hosts have caused
major effects on population dynamics.
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KEY TERMS

compartment model A type of box-and-arrow model of
diseases in which each compartment contains a part of
the system that can be measured and the compartments
are linked by flows between them; each compartment
typically has an input from some compartments and an
output to other compartments.

disease An interaction in which a disease organism lives
on or within a host plant or animal, to the benefit of the
disease agent and the detriment of the host.

macroparasites Large multicellular organisms, typically
arthropods or helminths, which do not multiply within
their definitive hosts but instead produce transmission
stages (eggs and larvae) that pass into the external
environment.

microparasites Small pathogenic organisms, typically
protozoa, fungi, bacteria, or viruses, that can cause disease.

parasite An organism that grows, feeds, or is sheltered
on or in a different organism while having a negative
impact on the host.

Red Queen Hypothesis The coevolution of parasites
and their hosts, or predators and their prey, in which
improvements in one of the species is countered by
evolutionary improvements in the partner species, so that
an evolutionary arms race occurs but neither species gains
an advantage in the interaction.

sublethal effects Any pathogenic effects that reduce the
well-being of an individual without causing death.

virulence The degree or ability of a pathogenic organism
to cause disease; often measured by the host death rate.

—

Disease is an important interaction between organisms,
ranking with competition, predation, and herbivory as
one of the four agents of population change. Disease
has been one of the great preoccupations of humans
through all recorded history, and our history books are
replete with tales of the Black Death of the fourteenth
century, the smallpox scourge of the nineteenth century,
and the Spanish flu pandemic of 1918-1919. Today we
are occupied with the AIDS epidemic, drug-resistant tu-
berculosis, and mad-cow disease. Generations of chil-
dren come down with everyday diseases like measles,
and each winter we suffer another flu epidemic, but
both diseases are rarely more than inconveniences,
given modern medicine.

Disease is defined as an interaction in which a dis-
ease organism lives on or within a host plant or animal,
to the benefit of the disease agent and the detriment of

the host. Disease agents are typically bacteria or viruses,
but may be pathogenic fungi or prions (protein bod-
ies); these agents are called microparasites. Parasitism
has much in common with disease as a biotic interac-
tion, and differs from disease mainly because parasites
are often large, multicellular organisms such as tape-
worms; these large agents are called macroparasites.
But there is a middle ground of parasites, like the spiro-
chetes responsible for syphilis, that are really disease or-
ganisms, and so these two interactions can be treated
together. We tend to think of parasites as inflicting non-
lethal harm on their hosts, but many diseases are also
rarely lethal.

The virulence of a pathogen depends on the inten-
sity of the disease it causes and is measured by host
mortality. Although people are often very concerned
about the lethal effects of pathogens and parasites, the
sublethal effects—any effects that reduce well-being
without causing death—are probably more important
for plants and animals in ecological settings. Infected or
parasitized animals may produce fewer offspring, be
captured more easily by predators, or be less tolerant of
temperature extremes. Disease and parasitism can thus
interact with competition and predation in affecting
population dynamics. Almost every individual of every
plant and animal species harbors both pathogens and
parasites.

We begin our analysis of disease by constructing
some simple models, all of which have the underlying
assumption that we can isolate in nature a system con-
sisting of one host species and one disease organism.
We will restore the system’s complexities later.

Mathematical Models
of Host-Disease Interaction

Human epidemiology is a focus of much disease re-
search and has been the source of mathematical models
that explore the host-disease interaction. In contrast to
models of competition and predation, disease models
have traditionally been continuous time models that
use differential equations. These models are applicable
to many ecological systems in which birth, death, and
infection processes are continuous in time. Roy Ander-
son of Oxford University has been a world leader in
bringing mathematical models of disease into ecology
during the past 20 years; it is his work, and that of his
colleague Robert May, on which much of the following
analysis is based.

Many types of models have been used in the study
of disease epidemiology (Anderson and May 1978).
Compartment models are box-and-arrow models
that include simplified population dynamics, and they
are a good starting point for learning to think about
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epidemics. In their simplest form they assume a con-
stant host population, and because this fits the human
situation in the short term, they have been used exten-
sively for exploring human disease problems. More
complex models can be developed that allow both host
and parasite populations to vary in size and have been
used to explore the dynamics of the entire ecological
system of hosts and parasites. Let us explore some sim-
ple examples of these models.

Compartment Models
with Constant Population Size

We begin by considering microparasites such as
viruses and bacteria that are directly transmitted be-
tween hosts and reproduce within the host. Micropar-
asites like the influenza virus typically are very small,
have a short generation time, and thus have very high
replication rates. Hosts that recover from infections
typically acquire some immunity against reinfection,
sometimes for life. In many cases the duration of the
infection is short relative to the life span of the host,
and we think of microparasitic infections as transient
for the host.

For microparasitic infections we can divide the host
population into three parts: susceptible, infected, and re-
covered. Figure 1 illustrates a simple compartment
model for a microparasitic disease. The host population
is characterized by the relative sizes of the three compart-
ments and the instantaneous rates of birth (b) and death
(d). The effects of the disease agent are summarized by

b b b
. B v
Susceptibles Infected Recovered
d a+d d
Deaths Deaths Deaths
14

Figure 1 Compartment model for a directly transmitted
microparasitic infection such as measles. Hosts are divided
into susceptibles, infected, and recovered (= now immune).
The parameters controlling this simple model are in the
natural birth (b) and death (d) rates of the host, and the
parameters of the disease agent: disease-induced deaths (a),
recovery rate (v), transmission rate (B), and rate of loss of
immunity (y). (From Anderson and May 1979.)

four parameters: the per capita rate of disease mortality
(@), the per capita recovery rate of hosts (v), the trans-
mission rate (8), and the per capita rate of loss of immu-
nity (y). This is a relatively simple compartment model
because it does not take into account either the abun-
dance of the disease agent in the host (individuals are ei-
ther infected or not infected) or individual differences in
susceptibility due to genetic or nutritional effects.

Compartment models are useful for answering
questions about the stability of the host-disease inter-
action. Will the disease persist in a population or will it
die out? How do the proportions of susceptible and in-
fected individuals change through time as the disease
goes through a population? We can answer these ques-
tions by converting the compartment model into a
mathematical model, as follows (Heesterbeek and
Roberts 1995).

Consider first the susceptibles in the population.
We can estimate their rate of change by the differential
equation

. Rate of transmission
Rate of change in

f di f
the susceptible | = Ot cisease from

infected
population Hee e.
to susceptibles
dX —BXY
&N (1

where X = number of susceptibles
Y = number of infected individuals
N = total number of individuals =X + Y + Z
Z = number of recovered and immune
individuals
B = transmission rate per encounter

In this simple model we assume that the population size
(N) and the transmission rate () are constants. The
number of infected individuals (Y) is given by

Rate of transmission

Rate of. change in of disease from Rate ?f recovery
the infected = . - of infected
opulation infected individuals
bop to susceptibles v
av_pxy o)
dt N Y

where y = recovery rate, and all other terms are as pre-
XY
viously defined. The term % is called the transmis-

sion term. In this simple model it is assumed that
disease transmission is proportional to the product of
the number of susceptible individuals (X) and the
proportion of the population that is infected (Y/N).
For simplicity we assume that the recovery rate (y) is a



Species Interactions IV: Disease and Parasitism

constant. Finally, the dynamics of the recovered individ-
uals (Z) can be written as

Rate of recovery
of infected

Rate of change in
the recovered |=
population
az
o

individuals
024 (3)

where all terms are as previously defined above.

Compartment models are named after the types of
compartments used, so this model is sometimes called
an SIR model (susceptible, infected, recovered). If there
were no recovery from the disease (as with untreated ra-
bies), then y = 0 and we would have an SI model.

What use can we make of this simple model? The
first question we can ask is whether or not an epidemic
develops when a small number of infected individuals
enters a large population of susceptibles. The answer to
this question depends on the value of a critical epi-
demiological parameter, the basic reproductive rate of
the disease organism, called R,. We define the basic re-
productive rate as

R, = the average number of secondary infections
produced by one infected individual

WORKING WITH THE DATA

How Can We Determine R,?
A Mathematical Excursion

One of the critical parameters in simple disease mod-
els is the net reproductive rate of the disease agent,
Ro.- When the net reproductive rate is > 1, the disease
will spread, and when it is < 1, the disease dies out.
We can derive this parameter with a bit of algebra.
Begin with Equation (2) for the simple model:
dy  BXY
dt N
where Y = Number of infected individuals
X = Number of susceptible individuals
N = Total number of individuals
B = Transmission rate per encounter
vy = Recovery rate per capita

By definition, at equilibrium the rate of change in the
number of infected individuals is zero, so
dY

= 0and tl O—BXY Y
ar ana consequently, O = N 0%

For this simple model,

R, =2 (4)

Y

On average, one infected individual meets and infects 3
susceptible individuals per unit of time, and it does this
for a time period of average length 1/8 until it recovers.!
An epidemic can develop only if R, > 1, which ensures a
chain reaction of infection. In this simple model R, is a
constant. Note that the basic reproductive rate of these
disease models is analogous to the net reproductive rate
of population growth models.

The course of the disease under this simple model
is illustrated in Figure 2. The number of infected indi-
viduals rises steadily to a peak and then declines to
zero, and the infection dies out. The susceptible popu-
lation becomes too small after a certain time for an in-
fected individual to encounter a susceptible one in
order to cause new disease cases. In this simple model,
organisms become immune and the epidemic dies out.

IFor instantaneous rates of death or recovery, the average duration
until the event occurs is 1/rate. Thus, for a death rate of d, the average
life span will be 1/d, and for a recovery rate of vy, the average time of
being infective before recovery will be 1/y.

We can divide all these terms by Y to obtain

_BX _BX
0= N vy and thus, y = N

By rearranging terms we can obtain

x|z

Yo X o taki e
— = — Or taklng reciprocals
5= N g reciprocals,

= |®

At equilibrium, N is carrying capacity K, and X, the
number of susceptibles, is defined to be the threshold
population density K. But at equilibrium the net re-
productive rate is defined as

K equilibrium population density

==
O K;  threshold population density

Thus, since Xis equal to the threshold density Ky, and
N = K, we can put these two relationships together to
obtain Equation (4):

RO:E
Y
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The number of infected
individuals peaks here
but falls rapidly as the
number of susceptible
individuals decreases.

The epidemic starts
here with the entire
population consisting
of susceptible
individuals.

No. of infected individuals
T

1 1 1 1 1
No. of susceptible individuals

Figure 2 Trajectory for the simple epidemic described
by Equations (1) through (3). Begin with a large number of
susceptible individuals and no infected individuals. The
number of infected individuals rises to a peak, indicated by
the dotted line, when x = y/B and then falls to zero at the
equilibrium marked by the red dot. (Modified after
Heesterbeek and Roberts 1995.)

One interesting question that we can ask about this
simple model is what happens if there is a steady influx
of new susceptible individuals. Populations are often
growing during the breeding season, or immigrants
may move into an area. The resulting disease model be-
comes more realistic and more complicated if there is
influx. In some cases the host-disease system reaches an
equilibrium at a density of the susceptible population
at which the basic reproductive rate is 1.0 (Anderson
and May 1991). In other cases the populations will os-
cillate around an equilibrium point, or there may be no
steady state for the system.

How might we control a disease described by this
simple model? If we vaccinate individuals or cull sus-
ceptibles from the population, how many must we treat
or remove to eradicate the disease? If we make a frac-
tion ¢ of the susceptible population immune, then a
fraction (1 — c¢) remains susceptible. Thus from Equa-
tion (4) we can calculate:

(1 —c)B
Ry=—""— 5
0 » (5)
which is equivalent to
0% 1
c>1-=-=1-— 6
F; Re (6)

Thus, for example, if R, is 4, then we would have to vacci-
nate or cull 75% of the population to control the disease.

Compartment Models with Variable
Population Size

We can add more realism to this first compartment
model by allowing the population size of the host to
vary over time. Second, we can allow the contact rate to
be a function of population size, so that disease trans-
mission increases with population density. To keep the
model simple, we assume a host-disease system in
which there is no recovery from the disease, so that we
construct an SI model (susceptibles and infecteds only).
Infecteds must die in this model.

Models of this type allow us to ask an important
ecological question: Does the disease affect population
size of the host? We modify the simple models de-
scribed in Equations (1) and (2) to allow for changes in
host numbers. For the susceptibles we have

dx BXY

=N —dx - 7)

X = number of susceptibles

Y = number of infected individuals

N = total number of individuals = X + Y

b = instantaneous birth rate of the host
(constant)

d = instantaneous death rate of the host in the
absence of disease (constant)

¢ = contact rate, a function of population
density N (Figure 3)

B = transmission rate per encounter

where

For the infected individuals we get

dy _ cBXY
dt N

where « = increase in host mortality due to disease

—(a+d)Y (8)

and all other terms are as previously defined (Figure 3).
We can solve these equations at equilibrium

(2-0-2)
dt dt
to get the following solutions (Heesterbeek and Roberts
1995):
b—d\ .
Y = < )N
o

_ afa+d)
N Ba+d-b)

)

(10)

where Y* = number of infectives at equilibrium
N = total population size at equilibrium
cn- = contact rate at equilibrium population
density

and all other terms are as previously defined.
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The contact rate reaches
a maximum at some
population density that
depends on the biology
of the host species.

Contact rate (¢)

1 1 1 1 1 ]
Population density (N)

Figure 3 The expected relationship between contact
rate and population density. At higher densities contact
rates will increase, and disease transmission will be facilitated,
but at some density contacts reach a maximum and do not
increase. (Modified after Heesterbeek and Roberts 1995.)

This equilibrium will have a solution only if the
contact rate (see Figure 3) can possibly be as high as
that given by Equation (10). If there is a solution to the
equilibrium, the disease will reduce population size
when

a>b—d (11)

that is, if disease-induced mortality is greater than the
potential rate of population growth. Equation (8) can
be used to investigate the possibility of eradicating a
disease from a wild population by culling (or by vacci-
nation). Assume a fixed per capita culling rate &.
Heesterbeek and Roberts (1995) showed that culling
can eradicate a disease from a population if

8 > Bc— (o + d) (12)

where & = culling rate per capita
¢ = contact rate at the equilibrium population
size after culling
d = natural death rate at the equilibrium
population size after culling
B = transmission rate of the disease
« = increase in host mortality due to disease

We will discuss later in this chapter cases in which culling
has been used to reduce wildlife losses due to disease.

If infected animals can be identified in the field and
killed, this action will effectively increase the mortality
rate caused by the disease («), and reduce the amount
of culling needed to achieve eradication.

These simple models can be elaborated to account
for the specific details of particular diseases (Grenfell

and Dobson 1995). There is a large literature on epi-
demiological models, and to explore it further consult
Bailey (1975) or Busenberg and Cooke (1993). We next
explore the effects diseases have on individuals and
populations of animals and plants.

Effects of Disease
on Individuals

Individual hosts are effectively islands for a disease
agent, and from the viewpoint of the disease organism
these islands or patches of habitat must be colonized
for the disease to spread. We begin by looking at these
individual hosts and ask how a disease agent might af-
fect them as individuals.

Effects of disease and parasitism on individual or-
ganisms are relatively easy to study (Gulland 1995). We
have relatively few data on wild animals and plants
compared to the large amount of data on domestic ani-
mals and humans. One reason why few studies have
been done in the wild is that parasites and diseases are
thought to coevolve with their hosts such that they be-
come relatively harmless, and consequently one would
not expect to find strong effects. But this may not be
correct, and more studies are finding significant effects
on reproduction, survival, and growth of infected or-
ganisms.

Effects on Reproduction

Because organisms have a limited amount of available
energy, it is not surprising that parasite and disease
infections can reduce reproductive output. A good il-
lustration of these effects can be seen in lizards. Even
though malaria parasites infect many vertebrates,
including humans (four species of Plasmodium), a ma-
jority of the 125 malaria species attack lizards. In Cali-
fornia, about 25% of western fence lizards (Scleroporus
occidentalis) are infected with lizard malaria, and in-
fected females have smaller clutch sizes than uninfected
females (Figure 4). Clutches are about 20% smaller in
malaria-infected lizards compared with uninfected in-
dividuals (Schall 1983). The cause of this reduction in
reproductive effect is that individuals store less fat in a
given summer and thus females have less energy avail-
able the following spring to lay eggs.

Bird chicks are often attacked by nest parasites that
suck blood from the chicks, and if parasite infestation is
severe, reproductive output can be reduced. Birds that
repeatedly use the same nest are particularly susceptible
to ectoparasites of this type. Barn swallows (Hirundo
rustica) typically raise two or three broods in southern
Europe (de Lope and Mpgller 1993). To test whether
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Figure 4 Effect of lizard malaria (Plasmodium
mexicanum) on clutch size of western fence lizards
(Scleroporus occidentalis). Data averaged from 1978 to
1982. (Data from Schall 1983.)

ectoparasites in swallow nests reduced reproductive
output, de Lope and Meller (1993) fumigated nests im-
mediately after the eggs were laid (eggs were removed
during fumigation), and obtained the results shown in
Figure 5. When nests were fumigated, more birds with
treated nests added a third clutch when compared to
unmanipulated birds. There was also a significant in-
crease in the mass of nestlings in treated nests, so chicks
had more energy to use for growth when less energy
was lost to ectoparasites.

One way for a swallow to avoid nest parasites
would be to change nests after each clutch but only 14%
of swallows in Spain built new nests for their second
clutch. But pairs that built new nests did not have fewer
ectoparasites than birds that used the same nest twice,
so while this strategy would appear to be attractive, in
fact it does not alleviate the ectoparasite problem.

There are many examples now that show a reduc-
tion of reproductive output for organisms that carry
large parasite loads. But populations differ in their para-
site loads, and not all populations have high levels of
infection, so that demographic impacts are variable
(Marzal et al. 2005).

Effects on Mortality

No one doubts that diseases kill animals, and there are
numerous cases in which veterinary examinations of
dead animals suggest that a parasite or disease was the
immediate cause of death. The population ecologist,
however, needs to know more. What fraction of mortal-
ity is disease-caused? This is a more difficult question to

Swallows whose nests had
repeated fumigation increased
their reproductive output.

N \

10

Total number of fledglings

No fumigation Fumigation Fumigation
(controls) after first after every
clutch clutch

Figure 5 Effect of fumigation of nests for ectoparasites
on the production of young in the swallow Hirundo
rustica in Spain. Swallows have several broods, and
pyrethrin was used to fumigate nests just after clutches were
completed to reduce the abundance of blood-sucking
ectoparasites that live in the nests. Fumigation after the first
clutch increased reproductive output only 2%, but repeated
fumigation increased output 19% over untreated nests.
(Data from de Lope and Mgller 1993.)

answer, and while we have much data of this type for
humans, we have very little for natural populations of
animals or plants. One example will illustrate the prob-
lems of obtaining good information.

In the spring of 1988, harbor seals in the North Sea
began to die in large numbers. Dead seals were first
noted in the central Baltic off Denmark, and mortality
spread around the Baltic, to the Dutch coast, to Britain,
and as far as Ireland by August 1988 (Figure 6). Harbor
seals occur throughout the North Atlantic, and before
the epizootic approximately 50,000 harbor seals lived
in European waters (Swinton et al. 1998).2 An esti-
mated 60% of the total seal population in the Baltic Sea
died from this epizootic, and the deaths occurred very
rapidly (Figure 7). During the outbreak the exact cause
of death was not clear, but a viral disease was suspected
because the dying seals had symptoms that resembled
those of canine distemper.

One characteristic of the disease is that it caused
pregnant female seals to abort. Osterhaus and Vedder
(1988) identified the infective agent as a morbillivirus
similar to canine distemper virus, and they named it

2An epizootic is a disease epidemic among wild animals.
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Figure 6 Map of the spread of the phocine distemper virus epizootic among the
harbor seal populations of northern Europe in the summer of 1988. The epizootic
began in a seal colony in the central Baltic in April. This outbreak, the first well-
documented epizootic among free-ranging marine animals, had a very rapid spread and a

high rate of mortality. (Data from Swinton et al. 1998.)
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Figure 7 Cumulative number of harbor seal deaths
recorded in the central Baltic Sea in the summer of
1988. The epizootic of phocine distemper virus started at
the small Anholt seal colony in April, spread to the larger
Varberg colony in mid-May, and reached the Koster colony
in mid-June. On average an estimated 60% of the seals
were killed at each site. (Data from Heide-Jargensen and
Harkénen 1992.)

phocine distemper virus. Within two weeks of infection
seals developed the symptoms and typically died of
pneumonia with secondary bacterial and viral infections.

The incidence of infection for this seal epizootic could
not be measured directly, but Heide-Jorgensen and Harko-
nen (1992) estimated that 95% of the harbor seals were
infected with the virus. Deaths from phocine distemper
virus seemed to be more common in males than females,
although both were infected. There was no indication that
the epizootic was affected by the number of seals in each
colony, and the main predictor of the spread was distance
between colonies. Harbor seal colonies in northern Nor-
way and Iceland escaped the epizootic, presumably be-
cause no infected seals dispersed to these distant colonies.

The key question from the harbor seal’s viewpoint is
whether or not this viral disease could persist in the popu-
lation. Infected individuals that recover are immune for
life, but since births occur each year there is a continual
source of susceptibles in the population. In the Baltic, seal
pups are about 20%-22% of the total population in any
given year. Swinton et al. (1998) used these estimates to
construct a compartment model of the 1988 epizootic.
Seal colonies are discrete population patches, and the
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transmission rate (B8) between individuals seems to be
constant at 0.005 per day. The net reproductive rate (R)
for this viral disease is approximately 2.8. The critical addi-
tional variable needed for the types of simple compart-
ment models previously discussed (single-population
models) is the rate of spread of the virus from seal colony
to seal colony. Dispersal of infected seals between colonies
must have been frequent to enable the rapid spread
shown in Figure 7. Given these estimates for a model,
Swinton et al. (1998) showed that phocine distemper
virus could not be maintained in harbor seal populations
as a persistent infection. This conclusion relates to the ori-
gin of the disease in the first place. Phocine distemper
virus is found in both grey seals and harp seals in the At-
lantic and seems to be a relatively innocuous disease in
harp seals (Harwood 1989). Harp seals are northern seals
and are normally rare in southern waters. In 1987 and
1988 harp seals moved in large numbers from northern
Norway and Spitzbergen south into the North Sea. The
phocine distemper virus may have crossed species bound-
aries at this time to set off the 1988 epizootic among the
more susceptible harbor seal population.

In spite of all the harbor seal deaths in 1988, the
seal populations of western Europe were only temporar-
ily affected and quickly recovered to their former num-
bers. The seal epizootic of 1988 raises the general
question of how often a disease can exert a long-term
effect on a population, a question that also arises for the
current outbreak of West Nile virus in North America.

West Nile virus is an RNA virus closely related to the
Japanese encephalitis complex of viruses. It infects
mainly birds but also is known to attack humans, horses,
dogs, cats, skunks, and various rodents. The main route
of infection is through a mosquito bite. Birds are ampli-
fying hosts, and infected birds can pass the virus on to
other mosquitoes. By contrast, mammals do not amplify
the virus and are dead-end infections. The West Nile
virus has been known since 1937 when it was detected in
Uganda and then found to be common in Africa and the
Mediterranean region. It first appeared in North America
in 1999 in the New York City area.

West Nile virus causes high mortality particularly in
crows and other members of the family Corvidae (ravens,
magpies, jays), and the presence of dead birds in cities has
been an early indicator that the virus has spread. There
have been few studies of the direct impact of West Nile
virus on crow populations. Yaremych et al. (2004) re-
ported on one epidemic in American crows that were
radio-tagged so that precise data on individuals could be
obtained. Figure 8 shows that 68% of the radio-tagged
crows died from West Nile virus infection over one sum-
mer. In laboratory studies with crows, 100% of the in-
fected birds died within six to seven days of being
infected. Some infected crows survive in the field and de-
velop antibodies to West Nile virus, and consequently
there will be strong selection for genetic resistance to this
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Figure 8 Survival curve for 39 American crows that
were marked with radio-transmitters in central lllinois
during the summer of 2002 when West Nile virus was
first detected in this area. In a normal crow population
about 5%-10% of the population might be lost over the
summer months, a great contrast to the loss of two-thirds of
these birds in 2002. (Data from Yaremych et al. 2004.)

disease. The recovery time for crow populations that have
been severely reduced by West Nile is not yet known.

The numbers of human cases from West Nile virus
infection have been rising. The key to epidemics of this
disease lies in the feeding behavior of the mosquitoes
that transmit the virus (Kilpatrick et al. 2006). The
mosquito Culex pipiens shifts its feeding behavior in late
summer from birds to humans, thus driving the human
epidemics of recent years. The Centers for Disease Con-
trol and Prevention in Atlanta reported for the United
States that there were 100 human fatalities in 2004, 119
in 2005, 177 in 2006, and 115 in 2007. It is not known
if these numbers will continue to increase.

Effects of Disease
on Populations

Few studies of plant or animal diseases have included a
closely monitored population in which each individual’s
history is known. Most often the available data are esti-
mates of seroprevalence from individuals of known age
or size.3 Consequently the effect of a disease on a partic-
ular population is often not well known. Most disease
studies have concentrated on the effects on humans or
on agriculture, and there is a need to bring ecologists and
epidemiologists together to measure population effects
(Mills 1999). The following three examples illustrate the

3Seroprevalence is the percentage of individuals in the host
population with antibodies to a particular disease agent. It measures
how widespread a disease has been in a population.
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range of problems faced in trying to measure the effects
of disease on populations.

Brucellosis in Ungulates

Brucellosis is a highly contagious disease of ungulates
caused by a bacterium (Brucella abortus). Prevalent in cat-
tle throughout the world, it manifests itself in females by
abortion, so its common name is “contagious abortion.”
Much effort has been expended by the livestock industry
to eradicate brucellosis in cattle, but the possible trans-
mission of infection from wild ungulates to cattle has
caused much controversy in the western United States,
where brucellosis is endemic in bison and elk (Aguirre
and Starkey 1994; Rhyan et al. 2001). Figure 9a illus-
trates the age pattern of seroprevalence to brucellosis of
bison in Yellowstone National Park. Seroprevalence in-
creases with age in bison, so that about 60% of older
adults have antibodies to the Brucella bacterium. There is
considerable controversy over whether or not brucellosis
is a native disease of bison or whether it was introduced
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Figure 9 Brucellosis in bison as measured by
seroprevalence. (a) Relationship between seroprevalence
and age of male and female bison in Yellowstone National
Park in the winter of 1990-1991. (Data from Pac and Frey
1991.) (b) Relationship between seroprevalence and size of

bison herds in six national parks in Canada and the western
United States. (After Dobson and Meagher 1996.)

into North America by cattle (Meagher and Meyer 1994).
Most probably it was not present in bison before 1917
and was contracted from domestic cattle.

A simple model of the interaction between brucel-
losis and bison in Yellowstone National Park was con-
structed by Dobson and Meagher (1996) to determine
whether brucellosis could be eliminated by a culling
program. Brucellosis has a sharply defined threshold for
establishment (Figure 9b), and the proportion of bison
infected rises smoothly with population density. These
data illustrate one of the important principles of epi-
demiology: the critical threshold. Most diseases have a
threshold host population density that is needed for the
continued presence of the pathogen. In this case, brucel-
losis will persist in bison populations of 200 or larger, a
low number. Bison in Yellowstone now number about
4000 animals. Whereas it is possible to cull bison down
to this low density, this action is unacceptable because it
would put them in danger of extinction (and would be
politically unacceptable to a variety of people). So it is
unlikely that culling will be a viable strategy for elimi-
nating brucellosis in bison in Yellowstone National Park
(Dobson and Meagher 1996). Note that brucellosis
could infect bison populations in very small herds, but
once it passed through a small population it would fail
to maintain itself and would die out.

Rabies in Wildlife

Rabies is one of the oldest known diseases, and one of
the most terrifying diseases for humans. Around 500
BC, Democritus recorded a description of rabies, and
200 years later Aristotle wrote about rabies in his
Natural History of Animals. Rabies is a directly transmit-
ted viral infection of the central nervous system, and all
mammals are susceptible. The disease is particularly
common in foxes, wolves, coyotes, skunks, raccoons,
jackals, and bats, but domestic dogs most frequently
transmit it to humans. Rabies virus, present in saliva, is
transmitted directly by the bite of an infected animal. A
few cases of aerosol transmission from bats in caves
have been reported (Krebs et al. 1995). Once rabies is
contracted, death is inevitable: there is no cure. Rabies
is widespread in the world (Figure 10) and only a few
countries are free of this disease. Worldwide the inci-
dence of rabies in humans is low; about 55,000 people
a year are victims, mostly in India and the Far East
(Knobe et al. 2005). The incubation period in humans
is highly variable, ranging from less than ten days to
more than six years. Malaria and tuberculosis are much
more significant causes of human deaths globally, but
no disease is as feared as rabies.

Rabies is caused by a number of different viruses
belonging to the Lyssavirus genus in the Family Rhab-
doviridae. Carnivorous mammals are the essential hosts
for the virus. In Europe the red fox is the main reservoir
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Figure 10 World distribution of rabies. There are only a few countries in which rabies is
absent. The annual number of deaths worldwide caused by rabies is estimated to be
55,000, mostly in rural areas of Africa and Asia. An estimated 10 million people receive
postexposure treatments each year after being exposed to animals suspected to be
infected with rabies. (Data from World Health Organization for 2001-2006.)
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Figure 11 Main rabies reservoirs in different regions of the United States. Other
mammals serve as minor reservoirs of the disease in each region. The geographic ranges
of these five species are much wider than the areas shown here. There are several variants
of the rabies virus that are spread by specific mammals. The light green areas have no
major rabies problem. (Modified from Krebs et al. 2005.)

for rabies (Anderson et al. 1981); in North America rac-
coons, skunks, foxes, and bats are the main reservoirs,
and in 1997 wild animals represented 93% of the re-
ported cases. The main vectors of rabies differ in differ-

ent regions of the United States (Figure 11). These vec-
tors carry a diverse set of rabies virus genotypes. The rac-
coon is a keystone host of rabies in the southeastern
United States and a majority of the recorded cases in wild
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animals in the United States are now from raccoons
(Figure 12). The striped skunk currently represents
about 25% of rabies reports, although it was more im-
portant as a host in the 1970s. The reason for these host
shifts in rabies incidence is completely unknown.

An epizootic of rabies in eastern North America
began around 1970 in Virginia and has been spreading
for 30 years (Figure 13). This epizootic probably began
from diseased raccoons brought into the area by hu-
mans. Rabies in raccoons has since spread north to On-
tario, crossing the border in 1998, and has also spread
south to meet another epizootic moving north from
Florida. Because raccoons are so common, particularly
around human habitations, rabies in raccoons has been
particularly targeted by control agencies in the United
States and Canada in recent years.

A recent attempt has been made to reduce rabies in
raccoons by vaccination of wild raccoons, using a re-
combinant virus vaccine approved in April 1997. A rac-
coon bait, a small cube of fish oil and wax polymer,
contains the oral rabies vaccine. Millions of baits are dis-
tributed annually to immunize susceptible raccoons and
foxes. In addition, raccoons can be easily live trapped,
injected with the vaccine, and released. This vaccination
program has been used in Massachusetts, New York,
New Jersey, Vermont, and Ontario, but its effect on the
incidence of rabies in raccoons is not yet clear.

In many parts of the world, rabies reaches humans
through domestic dogs, but in North America and Eu-
rope vaccination of dogs has cut this link to humans.
From 1997 to 2003, 26 people died in the United States
from rabies, and 90% of the confirmed cases have been
caused by rabies virus variants carried by bats (Krebs et al.
1998). In 2006 two deaths occurred in the United States
and one in Canada, with bats as the suspected carriers.
Little is known about either the incidence of rabies in
bats or the impact of rabies on bat populations.
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Figure 12 Number of rabies cases reported to the
Centers for Disease Control in the United States from
1955 to 2004. The rise in the number of raccoon rabies cases
since 1980 has resulted from an epidemic that spread through
the eastern United States. (Data from Krebs et al. 2005.)
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Figure 13 Spread of rabies epizootic in raccoons in the
eastern United States since 1977. The epizootic began in
Virginia and moved as far north as southern Canada by
1998. It has moved south as well and has met another rabies
epizootic in raccoons spreading from Florida. The outbreak
in Virginia was probably caused by human translocation of
infected raccoons from the southeastern states during the
1970s. (From Centers for Disease Control and Prevention,
courtesy John W. Krebs.)

In Eastern Europe a major epidemic of rabies
began in Poland in 1939 and gradually moved 1400
km westward at a rate of 20-60 km per year. The epi-
demic reached the Atlantic coast in northern France in
the late 1980s and stopped. The main carrier has been
the red fox, with over 70% of the reported cases in
Europe (Anderson et al. 1981). After extensive culling
programs failed to stop rabies or reduce its incidence,
most European countries began to use oral vaccina-
tion of foxes in baits to stop the spread of the disease.
Vaccination via baits has proven to be highly success-
ful in Europe. By 1999 rabies was much reduced in
western Europe, and Switzerland had reached the sta-
tus of rabies free as a result of this extensive vaccina-
tion program.

Figure 14 gives a simple compartment model for
rabies. Many attempts have been made to model a ra-
bies outbreak (Barlow 1995). Anderson et al. (1981)
presented a simple model of rabies that captures much
of the ecology of this disease. From this model we can
ask a critical management question: Can we eliminate
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Figure 14 A compartment model for rabies. All infected
animals die, so there is no recovery compartment. Because
animals can be vaccinated artificially as a control measure, a

vaccination rate compartment is added. (Modified from
Bacon 1985.)
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for rabies control and
prevention is the
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WORKING WITH THE DATA

A Simple Rabies Model

Anderson et al. (1981) have presented the following
model as a representation of rabies in red foxes in Eu-
rope. Figure 14 shows the compartment model visu-
ally. The model contains susceptible (X), incubating (1),
and infected (Y) foxes, and it assumes logistic growth
for the fox population without rabies. Transmission for
rabies is assumed to be proportional to the product of
the number of susceptible (X) foxes and the number
of infected (Y) foxes. The equations for the model are
as follows:

dX
P X — yXN — BXY (13)
dl
E=BXY—(0'+d+yN)I (14)
%:Ut—(a+d+'yN)Y (15)

where X = number of susceptible foxes
| = number of incubating foxes
Y = number of infected foxes
N = total number of foxes = X + [ + Y
t = transmission rate per encounter
r = population growth rate per capita in
absence of disease = b — d
d = death rate of foxes per capita in
absence of rabies (life expectancy =1/d)
b = birth rate of foxes per capita in absence
of rabies
v = r/Kwhere Kis the fox carrying capacity

b

Susceptibles B Incubating| o Infected
X / Y

d
d o+d

:

o = rate of incubation (incubation
period =1/0)

o = death rate of rabid foxes (life
expectancy of rabid foxes = 1/a)

Anderson et al. (1981) estimated these parameters for
the red fox in Europe to be as follows:

Estimated

Parameter Definition value

b birth rate per capita 1 per year

d death rate per capita 0.5 per year

r population growth rate 0.5 per year

=b-d

o rate of incubation 13 per year

a death rate of rabid foxes 73 per year

B transmission coefficient 80 km? per year

K fox carrying capacity 1 to 4 per km?

This model with these parameters produces cycles in
fox numbers with a three-to-five-year period, in agree-
ment with the data that is currently available. From this
model the basic reproductive rate Ry is given by
aBK
Ry=——"7"——7"—"-— 16
°" (0 + b)(a + b) =
When R; is less than 1, rabies will die out in the fox
population. The threshold density at which rabies will
be maintained in the population in this model is esti-
mated to be around 1 fox per km2.
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rabies from the fox population by culling or by vacci-
nation? Attempts to control the spread of rabies in Eu-
rope and in North America by culling have been
unsuccessful despite heroic efforts. Foxes have high re-
productive rates and high dispersal rates, and these two
parameters combine to make culling attempts unsuc-
cessful at controlling the disease unless the foxes are in
poor habitat or the rate of culling is extremely high.

Vaccination directly reduces the size of the suscepti-
ble pool and is much more effective in the control of ra-
bies. Figure 15 shows that the proportion of foxes that
would need to be vaccinated varies with the density of
the fox population. If foxes are at a density of 2 per
km?, the model predicts that vaccinating about 50% of
the foxes would break the transmission cycle and eradi-
cate the disease. Extensive programs of vaccination of
wild foxes using baits have been carried out in Switzer-
land (since 1978), Austria, Hungary, France, Belgium,
and Germany (Pastoret and Brochier 1999). These vac-
cination programs have been successful in eliminating
rabies from wildlife reservoirs in large areas and thus in
reducing the health risk.

At present we have no data at all on the effects of
rabies on mammal host populations. Most of the ef-
fort has been directed at the public health aspects of
this disease, and on preventative measures to reduce
damage to humans and domestic animals. The most
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Figure 15 Proportion of red foxes that would need to
be vaccinated to eliminate rabies in Europe in relation to
the carrying capacity of the habitat. The simple model in
Working with the Data “A Simple Rabies Model” predicts
that if fox carrying capacity is relatively low, only a small
proportion of the foxes would need to be vaccinated to
eradicate the disease from Europe. (Modified from
Anderson et al. 1981.)

critical issues involve the assumption that for mam-
malian hosts the transmission rate (8) of rabies is a
constant at all host densities, and that the threshold
for persistence of the disease is also a constant and
thus identical in both good and poor host habitats
(McCallum et al. 2001).

Myxomatosis in the European Rabbit

The European rabbit (Oryctolagus cuniculus) was intro-
duced into Australia in 1859 and increased to very high
densities within 20 years. After World War II, an attempt
was made to reduce rabbit numbers by releasing a viral
disease called myxomatosis. Myxomatosis originated in
the South American jungle rabbit Sylvilagus brasiliensis.
In its original host, myxomatosis is a mild disease that
rarely kills its host. The disease agent is the myxoma
virus, a pox virus of the genus Leporipoxvirus. Transmis-
sion of myxomatosis occurs via biting arthropod vec-
tors, principally mosquitoes and fleas. Transmission is
passive, and the virus does not replicate in the vector.

Myxomatosis was highly lethal to European rabbits
when it was introduced into Australia in 1950, killing
over 99% of individuals infected. Figure 16a shows the
precipitous crash in rabbit numbers that followed the
introduction of myxomatosis in one area in southeast-
ern Australia in 1951. Myxomatosis was also introduced
to France in 1952, from where it spread throughout
western Europe, reaching Britain in 1953. In Britain
99% of the entire nation’s rabbit population was killed
in the first epizootics from 1953 to 1955 (Ross and Tit-
tensor 1986).

Very soon after its introduction, weaker myxoma
virus strains were detected in England and in Australia
(Fenner and Ratcliffe 1965). Frank Fenner, working at
the Australian National University, was instrumental in
studying the changes that have occurred in the myxoma
virus in Australia. Since myxomatosis was introduced
into Britain and Australia, evolution has been going on
in both the virus and the rabbit. The virus has become
attenuated such that it kills fewer and fewer rabbits and
takes longer to cause death. Because mosquitoes are a
major vector of the disease, the time period between ex-
posure and death is critical to viral spread. Table 1
summarizes changes that have occurred in the virus.
These data were obtained by testing standard laboratory
rabbits against the virus, so they measure viral changes
while holding rabbit susceptibility constant. Since 1951
less-virulent grades of virus have replaced more-virulent
grades in field populations.

Rabbits have also become more resistant to the
virus (Figure 16b). By challenging wild rabbits with a
constant laboratory virus source, we can detect that nat-
ural selection has produced a growing resistance of rab-
bits to this introduced disease.
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What is the net effect of these changes in the virus
and in the genetic resistance of the rabbits to the popu-
lation dynamics of the host? Because over time myxo-
matosis has caused less and less mortality, it is tempting
to assume that the disease was having little effect on
rabbit numbers. One way to test the idea that myxo-
matosis was no longer effective in rabbit control is to
compare rabbit populations with and without exposure
to myxomatosis. This is difficult to do technically be-
cause it is impossible to find a field population of rab-
bits that does not already have myxomatosis. The only
method possible is to reduce the effect of myxomatosis
by making rabbits immune or by cutting the transmis-
sion by vectors. Two such attempts have been made. In
Australia, Parer et al. (1985) compared four fenced pop-
ulations of rabbits, two inoculated with an attenuated
strain of the virus (to produce immunity with little
mortality) and two inoculated with a virulent strain of
the virus. Figure 16¢ illustrates the effects of this experi-
ment on the numbers of rabbits. Populations protected
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Figure 16 Effects of myxomatosis and vaccination on
European rabbits. (a) Crash of the rabbit population at Lake
Urana, New South Wales, after the myxoma virus was
introduced in 1951. Numbers of healthy rabbits were counted
on standardized transects. (After Myers et al. 1954.) (b) Decline in
mortality rates of wild rabbits near Lake Urana as a function of
time since the myxoma virus was introduced. Mortality was
measured after infection with a virulent strain of the virus. (After
Fenner and Myers 1978.) (c) Effect of vaccination on the numbers
of adult rabbits in four fenced areas in southeastern Australia.
Rabbits in two areas (blue and red) were vaccinated with an
attenuated strain of the myxoma virus that produced immunity
to virulent strains. Rabbits in the other two areas (purple and
green) were inoculated with a virulent strain. (Data from Parer
etal. 1985.)

from myxomatosis-caused mortality increased eightfold
and 12-fold over control levels. A similar experiment in
England reduced rabbit fleas (the main vector) with in-
secticides, and produced a twofold to threefold increase
in rabbit numbers (Trout et al. 1992). These results
show clearly that myxomatosis is still suppressing rab-
bit populations, in spite of its reduced virulence in field
populations.

Bovine Tuberculosis in New Zealand
Brushtail Possums

Tuberculosis is a chronic disease affecting humans and
many animal species including cattle and deer. In New
Zealand, brushtail possums (Trichosurus vulpecula) are
the main vector of bovine tuberculosis, which affects
animals in about 38% of the country. Possums transmit
TB to cattle in areas where pastures are bordered by for-
est containing infected possums. Infected cattle lose
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Table 1 Virulence of field myxoma virus in laboratory rabbits in Australia, Great Britain, and
France after the introduction of myxomatosis to these three countries between 1949

and 1951.

Virulence type—grade

I II 1A I11B v v

Mean survival of rabbits (days) <13 14-16 17-22 23-28 29-50 —
Mortality rate (%) >99 95-99 90-95 70-90 50-70 <50
Australia

1950-1951 100 — — — — —

1958-1959 0 25.0 29 27 14 5

1963-1964 0 0.3 26 33 31 9
Great Britain

1953 100 — — — — —

1968-1970 3 15 48 23 10 1

1971-1973 0 3 37 57 3 0
France

1953 100 — — — — —

1962 11 19 35 21 13 1

1968 2 4 14 21 59 4

Values in the table are the percentages of virus samples collected in the field that were classified as each virulence type. These studies measure
changes in the virulence of the virus to a standardized host, the laboratory rabbit. Viruses collected in all three countries in three different time
periods show the rapid change brought about by selection for less-virulent virus strains.

SOURCE: After Fenner and Myers (1978) and Anderson and May (1982).

weight and must be culled to prevent infecting other
cattle, so the costs of this disease transmission are about
$50 million annually to farmers. International markets
for beef demand a certification of TB-free status, and
consequently this has stimulated a major effort in New
Zealand to rid the country of bovine TB.

Three ecological questions immediately arise for
this disease system. First, do possums transmit TB to
other wildlife species as well as to cattle? Second, can
the transmission of TB from possums be stopped by re-
ducing the density of possums? And three, what effect
does TB have on the possum population?

Tuberculosis bacteria have been found in ferrets,
stoats, deer, rodents, and rabbits in New Zealand. The
ferret (Mustela furo) has been a chief suspect, since it
also is common in pasture areas. The important ques-
tion is whether the ferret can be part of the transmis-
sion cycle to cattle, because if it is, control efforts must
be directed against it as well as against possums. Caley
and Hone (2004) investigated the transmission of TB

between possums and ferrets by experimentally reduc-
ing possum numbers and measuring the prevalence of
TB in ferrets. Possums were controlled for three years
from 1998 to 2000 in two sites. There was a dramatic
decline in the prevalence of TB in ferrets when possums
were removed from the two experimental populations
(Figure 17). This can occur only if possums were trans-
mitting TB to ferrets. There was evidence of transmis-
sion of TB between ferrets but only at high ferret
densities. There is little doubt now that brushtail pos-
sums are the main vector for TB, spreading it both to
ferrets and to cattle.

The stimulus behind the studies of bovine TB in
New Zealand is the requirement of the World Organiza-
tion for Animal Health to reach disease-free status in
order to be able to sell meat on the international market.
This requirement is set at 0.2% of cattle herds infected,
which at present means about 50 cattle herds. From an
economic point of view, a key question in this disease
system is whether reducing the density of brushtail
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Figure 17 Age-specific prevalence of bovine TB
infection in ferrets from areas without control of
brushtail possum numbers and from areas in which
possums were reduced to very low numbers over three
years. Each data point represents the average of two New
Zealand sites. (Data from Caley and Hone 2004.)

possums can stop the transmission of TB to cattle. The
National Bovine Tuberculosis Pest Management Strategy
of New Zealand aims to minimize transmission by re-
ducing populations of the main vector of TB—the brush-
tail possum—by poisoning programs, by slaughtering
cattle and deer that have bovine TB, and by controlling
the movement of cattle and deer. This strategy is working
well (Figure 18), and the plan is on target to achieve its
goals by 2012-2013. At least some of this achievement
can be placed on the ability of wildlife managers to re-
duce the density of vectors like brushtail possums in
buffer zones around cattle herds.

To test the impact of bovine TB on populations of
brushtail possums, Arthur et al. (2004) made use of a
natural experiment in which bovine TB entered one of
two intensive study sites partway through a study of
their population dynamics. Survival fell about 10% on
average after TB was detected (Figure 19). If birth and
movements had remained constant, Arthur et al. (2004)
estimated the possum population should have declined
by about 30% over the last four years of the study, but
in fact the population did not decrease in spite of this
additional mortality. Juvenile survival or immigration
appeared to compensate for the additional mortality
caused by TB, so the consequences of this disease were
strong at the individual survival level but absent at the
population level.

Consequently not all diseases have population con-
sequences. We have seen that myxomatosis is a good
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Figure 18 Incidence of bovine TB in New Zealand cattle
and deer herds, 2002-2007. The World Organization for
Animal Health sets an international benchmark of 0.2% of
cattle herds infected to be recognized as officially free of
bovine TB. As of June 2007, 0.5% of cattle herds were
infected with bovine TB. (Data from New Zealand Animal
Health Board, 2007.)

Survival varies
greatly from

10 year to year.
0 20T Site 1
s
— 08 F
©
>
13
507
)
E
g 0.6
< Site 2
05
TB present in Site 2 population
I [ | | L
1994 1996 1998 2000 2002
Year

Figure 19 Annual survival rates estimated from live
trapping of brushtail possums on two intensive study
sites on the North Island of New Zealand.

Both sites were free of bovine TB until the disease turned
up in 1997 at Site 2. Site 1 has been free of TB since 1980.
The subsequent drop in survival rates at Site 2 can be
attributed to mortality caused by bovine TB. (Data from
Arthur et al. 2004.)

example of a strong effect that a disease can have on a
wild population. The fact that myxomatosis was trans-
ferred between species by humans raises the broad
question of how disease organisms and their hosts coe-
volve in evolutionary time. Do diseases gradually evolve
to be benign for their hosts? This is a critical question to
which we now turn.
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Evolution of Host-Parasite
Systems

One of the striking features of the simple models of
host-parasite interactions is that these models are often
unstable. Oscillations are common in many host-parasite
models, as they are in predator-prey models: diseases
may explode or go to extinction in simple models. But
even though in real disease systems some diseases dis-
appear, most seem to persist. One way in which we can
explain the stability of real host-parasite systems is to
postulate that natural selection has changed the charac-
teristics of both hosts and disease organisms so that
their interactions produce population stability. In par-

ticular, the conventional wisdom about host-parasite
evolution is that virulence is selected against, so that
diseases and parasites become less harmful to their
hosts and thus persist. Thus the well-adapted parasite is
a benign parasite (Ewald 1995). If this traditional view
of peaceful coexistence is correct, we would expect to
see diseases and parasites becoming less harmful over
evolutionary time. But does natural selection work that
way with host-parasite systems? What can we say about
the evolution of virulence?

Natural selection does not necessarily favor peaceful
coexistence of hosts and parasites and the view that the
well-adapted parasite is benign has now been com-
pletely rejected (Walther and Ewald 2004). To maximize

What Is the Transmission Coefficient (8), and How Can We Measure [t?

Il host-parasite models have within them a difficult pa-

rameter called the transmission coefficient (8), which
measures the rate at which a disease or parasite moves
from infected individuals to susceptibles. The transmission
coefficient enters simple models as a mass-action term de-
pending only on the numbers of susceptibles (X) and in-
fecteds (Y). For example, Equation (2) states that

Change in number Per capita contact
. ) Rate of recovery
of infected per = | rate between infected | —

unit time and susceptibles of infected
dvy  BXY
dt N

In this simple model the transmission coefficient is the
probability that a single contact between a susceptible
host and an infected one will result in disease transmission.
The transmission coefficient is thus a dimensionless num-
ber, a probability between 0 and 1.

How can we estimate 8 from empirical data? Hone et
al. (1992) used one method for a model of swine fever in
wild pigs. The critical data are the number of deaths on
each day of the epidemic. For example, a swine fever epi-
demic in Pakistan gave the following detailed results for an
initial population of 465 pigs: the rate at which deaths from
the disease accumulate is clearly related to the transmis-
sion coefficient B8 as well as to the disease-induced death
rate a (Figure 20). Given that we can get estimates of all
the parameters in the disease model and that we know the
starting population size, we can select an arbitrary value of
B and then run the model to see if it fits the data shown in
the curve. We can keep doing this until we zero in on the

value of B that gives the best fit to the cumulative number
of deaths curve. If we select a value of B8 that is too large,
the deaths will happen too fast; if we select a value of 8
that is too small, the deaths will happen too slowly. For the
previous data on swine fever, Hone et al. (1992) obtained
an estimate of B of 0.001 per day, which means that a sin-
gle daily contact of an infected pig with a susceptible one
has a probability of only 1 in 1000 of transmitting the infec-
tion.

The rate at which
the number of
deaths rises is

a function of the
transmission
coefficient.
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Figure 20 Cumulative deaths curve for a swine fever
epidemic in wild pigs in Pakistan. (Data from Hone et al.
1992.)
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fitness a parasite or a disease agent must optimize the
trade-off between virulence and other fitness compo-
nents such as transmissibility. If the host did not evolve,
the parasite should be able to reach this optimal balance
of host exploitation. But hosts do evolve, and this pro-
duces an arms race between the host and the parasite. If
hosts are genetically variable, the parasite or disease
agent will be on average less virulent than if the hosts
are uniform (Ebert 1999). The evolutionary time scales
of the host organism and the disease agent are typically
greatly different. Hosts evolve slowly; bacteria and
viruses evolve quickly.

One way to study the evolution of host-parasite sys-
tems involves serial passage experiments in the labora-
tory (Ebert 1998). In serial passage experiments, disease
organisms or parasites are transferred from one host to
another, holding host properties constant so that the
evolutionary changes in the disease organisms can be
monitored. Because the disease organisms are propa-
gated under defined laboratory conditions, their bio-
logical attributes can be compared with those of the
ancestral organism at the outset of the experiment. Al-
though serial passage was developed for vaccine studies,
it can be used very effectively in studies of the evolution
of virulence. Figure 21 shows a serial passage experi-
ment in laboratory mice with the mouse typhoid bac-
terium Salmonella typhimurium.

Diseases become more virulent with passage in arti-
ficial serial passage experiments in their native host
species (Ebert 1998), and this appears to be a general
result with many different viral, bacterial, fungal, and
protozoan disease agents. One explanation of this is the
Red Queen Hypothesis, which states that genetic varia-
tion is beneficial because it hinders parasite and disease
adaptation. In laboratory serial passage experiments the
host is often clonal or of limited genetic variability.
What is clear is that the increase in virulence of disease
agents observed in serial passage experiments in the
laboratory does not occur in most natural disease sys-
tems, and host genetic variability is believed to be the
principal reason that such runaway evolution does not
often happen in nature.

The coevolution of rabbits and myxomatosis is one
of the best empirical studies of host-parasite interactions
in natural populations. The evolution of resistance to the
myxoma virus in rabbits is easily explained by selection
operating at the individual level—rabbits that are more
resistant leave more offspring. It is more difficult to ex-
plain the evolution of reduced virulence in the virus. Vir-
ulence in a virus is related to fitness because more
virulent viruses make more copies of themselves. But if
more virulent viruses kill rabbits more quickly, less time
will be available for transmission of the virus through
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Figure 21 Change in virulence of the mouse typhoid
bacterium Salmonella typhimurium after serial passage
in laboratory mice. A constant source of laboratory mice
was used in these studies so that no evolution of the host
could occur. Virulence increased rapidly over time as the
Salmonella adapted to its host. (Data from Ebert 1998.)

mosquitoes or fleas. The result for the myxoma virus is
group selection that operates to reduce virulence to a
moderate level (Levin and Pimentel 1981). The basic re-
productive rate (R,) of the virus is highest at intermediate
virulence. Group selection occurs because less-virulent
viral strains are favored over more-virulent viral strains
because they take longer to kill the host rabbit (see Table
1). Host-parasite systems may be ideal candidates for
group selection along these lines.

We do not know if the rabbit-myxoma system has
reached a stable equilibrium, or whether continuing
evolution will allow the rabbit population to slowly re-
cover to its former levels. There is some evidence that
the rabbit-myxomatosis interaction in Britain is chang-
ing, and the population size of rabbits in Britain seems
to be slowly increasing (Trout et al. 1992). Evolutionary
changes in the rabbit-myxoma system in Australia have
been complicated by the accidental release in 1997 of a
second viral disease, rabbit hemorrhagic disease, that
has further reduced the rabbit’s average density (Mutze
et al. 2002).

The evolution of virulence differs in pathogens that
are carried by vectors and those such as tuberculosis that
are transmitted directly between individuals with no in-
termediate vectors. In particular, nonvector pathogens
should utilize a sit-and-wait strategy of transmission, in
which susceptible hosts pick up the infective parasites by
moving around and contacting infected hosts. If these
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What Is the Red Queen Hypothesis?

ewis Carroll's Alice in Wonderland has a scene in which

Alice and the Red Queen must run as fast as they can to
get nowhere because the world is running by at the same
speed. Van Valen (1973) used this metaphor to illuminate
biotic evolution. Any evolutionary adjustment that a partic-
ular species makes can be countermanded by natural se-
lection acting on all other species in the community. For
example, if a prey evolves to run faster to escape its preda-
tors, the predators can also evolve to run faster to catch
the prey. Thus disease-host systems, plant-herbivore sys-
tems, and predator-prey systems may show consistent
evolutionary change, not to increase adaptedness but sim-
ply to maintain it. The species run, run, run but get
nowhere. Increasing fitness in one species is always bal-
anced by decreasing fitness in all other species.

Rates of evolution can be much faster in disease
agents and parasites that have short generation times rela-
tive to their hosts. The Red Queen Hypothesis predicts a
continuing evolutionary battle between hosts and para-
sites, with the important implication that because parasites
evolve faster, the main selection pressures will come from
the most common host genotypes. By changing geno-
types over time, the host can present a moving target that
the parasite or disease cannot catch. This is one possible
reason for the evolution of sex, in which recombination at
each generation presents a new array of host genotypes to
the coevolving array of diseases and parasites. The Red
Queen Hypothesis thus predicts continually changing evo-
lutionary dynamics between parasites and hosts, not a sta-
ble equilibrium.

pathogens are highly virulent, they must be long-lived in
the external environment, and the sit-and-wait hypothe-
sis predicts a positive correlation between virulence and
durability of the parasite. Walther and Ewald (2004)
tested the sit-and-wait hypothesis for human respiratory
pathogens (Figure 22). The pattern found is exactly
what is predicted by the sit-and-wait hypothesis. Thus
the tuberculosis bacterium, which produces a mortality
rate of 5% per infection, survives in an infectious state
on a standard glass plate for 244 days while the com-
mon influenza virus, which kills 0.002% of infections,
survives only 1.3 days in the external environment.
Insect pests in agriculture can be controlled with di-
rectly transmitted pathogens that follow the sit-and-wait
strategy. For example, the nuclear polyhedrosis virus that
infects many insects remains viable in the soil for at least
six years. These pathogens combine the traits of high vir-
ulence, long durability after application, and host speci-
ficity, traits most useful for the control of injurious pests.
Similarly, some of the most dangerous hospital
pathogens have long survival times in the external envi-
ronment. For example, golden staph (Staphylococcus au-
reus) can survive for months on fabric or on dust particles
(Walther and Ewald 2004). High durability of pathogens
may be linked genetically to high virulence, and measur-
ing durability may be one way to identify potentially haz-
ardous pathogens. We should not expect evolution of
pathogens to move in the direction of less virulence.
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Figure 22 Relationship between average human
mortality rate and survival time of the pathogen in a
standardized external environment for 16 human
pathogens that are not transmitted by vectors.
Pathogens that kill many of their hosts have evolved a sit-
and-wait strategy of durability to retain their infectivity for a
long time in the external environment. (Data from Walther
and Ewald 2004.)
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I Summary

Disease, one of the four major interactions between
species, is an interaction between organisms in which
the host loses and the parasite gains. Disease has been
one of the major preoccupations of humans
throughout history, and much of our understanding of
disease dynamics has its roots in the efforts of
epidemiologists and medical scientists to understand
the dynamics of human diseases such as malaria.

Mathematical models of host-parasite systems
utilize compartment models to represent the
interactions. The host population is usually broken
down into susceptible, infected, and recovered
individuals, and can be considered to be either
constant (as in many human disease models) or
variable in size (with birth and death rates). These
simple models are characterized by a few parameters
that define the outcome of the interaction. The most
critical parameter is the basic reproductive rate (R,) of the
disease organism—the number of new infections
produced by the average infected individual over its life
span. If the reproductive rate is 1 or more, the disease
will propagate, and if it falls below 1 the disease
disappears.

Simple models of host-parasite systems all show a
threshold density below which the disease or parasite
will die out. The objective of much of the study of
applied disease ecology is to determine how best to
move the host population below threshold density. In
general, culling of animals has not been very successful
in achieving eradication or even control of diseases of

IR

eview Questions and Problems

1 By treating house martins (Delichon urbica) with
antimalarial drugs, Marzal et al. (2005) were able to
show that the malarial blood parasites in Spain
reduced production of young birds by about 40%.

In Denmark house martins do not carry this
malarial parasite. Would you expect the population
density of these birds to be higher in Denmark? Why
or why not?

2 Calculate the population changes from Equations
(1) to (3) in a hypothetical host-parasite system. The
parameters for the interaction are: 8 = 0.025
(transmission rate) and y = 0.01 (recovery rate).
Start the population with 500 susceptibles and 5
infecteds, and investigate how the dynamics would
change if B increased to 0.040 or 0.060.

wild animals, and vaccination may be a better general
strategy for practical control.

Diseases and parasites can affect the reproductive
rate or the mortality rate of their hosts. Even though
many studies show effects on mortality, few measure
how large these effects are in nature or show whether a
disease or parasite can reduce the average density of the
host species. Rabies is used to illustrate these concepts,
and while we know much about the transmission of
rabies to humans, we know little about its effects on
the foxes, skunks, coyotes, and bats that are the main
carriers. The best studies of disease in nature have been
done on myxomatosis, a viral disease introduced into
Australia and Europe to control European rabbits, and
on bovine tuberculosis in New Zealand.

Our view of the evolution of virulence has
progressed from the conventional wisdom that well-
adapted parasites and diseases are benign, to a more
dynamic view in which diseases and their hosts are
locked in an arms race, with each group evolving to
maximize its fitness. Virulence will increase in
evolutionary time if the parasite or disease organism
can increase its fitness by harming the host more and
producing more copies of itself. One of the main
factors limiting disease virulence is host genetic
variability, and monocultures of crops or clonal
populations are particularly susceptible to virulent
disease outbreaks. Selection for higher virulence needs
to be carefully studied and understood to manage
human diseases such as AIDS and tuberculosis.

3 About 20 million waterfowl die each year in North
America from avian cholera, which is caused by the
bacterium Pasteurella multocida (Blanchong et al.
2006). Over 100 species have been known to be
infected. Epizootics are typically explosive and
involve hundreds and sometimes thousands of birds.
There is high variation from year to year in the
incidence of this disease. Plan a research program to
determine the effects of avian cholera on a species of
duck. What are the key questions you need to answer
to be able to control this disease?

4 One resolution to emerging human health problems
with diseases is to use evolutionary thinking to
manage virulence. The suggestion is that with
appropriate public health measures and treatment
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protocols, we could reduce disease and cause the
parasites to become less virulent. In this way we
could engineer the AIDS virus, for example, to
become like the common cold. How might we drive
evolution to manage virulence in human diseases?
Ebert and Bull (2003) discuss this approach to
virulence management.

Simple models of host-parasite systems do not have
any spatial component. What advantages might be
gained by constructing a spatial model of disease?
Rabies is an example of a disease with interesting
spatial spread patterns (see Figure 13). Foxes defend
discrete, nonoverlapping territories. How might
territorial behavior affect the spatial dynamics of
rabies spread in foxes?

Why do not all pathogens evolve to become highly
virulent and durable so that they survive a long time
in the external environment? Is it possible to design
a perfect pathogen?

Barlow (1995) showed that the vaccination rate
required to eliminate a disease will always be greater
than the culling rate required for elimination, given
the standard SIR host-parasite model. If this is
correct, why might we still prefer vaccination as a
strategy for disease control in wild animals?

One of the controversies in disease ecology is whether
the parasitic nematode Trichostrongylus tenuis has a
strong effect on red grouse populations in Scotland
and northern England. Review this controversy and

I Suggested Readings

Anderson, R. M. 1991. Populations and infectious
diseases: Ecology or epidemiology? Journal of Animal
Ecology 60:1-50.

Barlow, N. D. 2000. Non-linear transmission and simple
models for bovine tuberculosis. Journal of Animal Ecology
69:703-713.

Caley, P. 2006. Bovine tuberculosis in brushtail possums:
Models, dogma and data. New Zealand Journal of Ecology
30:25-34.

Davis, S., et al. 2004. Predictive thresholds for plague in
Kazakhstan. Science 304:736-738.

Ebert, D. 1998. Experimental evolution of parasites.
Science 282:1432-1435.

Grenfell, B. T., and A. P. Dobson, eds. 1995. Ecology of
Infectious Diseases in Natural Populations. Cambridge:
Cambridge University Press.

Juliano, S. A., L. P. Lounibos, and J. M. Chase. 2005.
Ecology of invasive mosquitoes: Effects on resident
species and on human health. Ecology Letters 8:558-574.

evaluate the experiments that have been done to
resolve the different points of view. Hudson et al.
(1998), Moss and Watson (2001), and Redpath et al.
(2006) discuss the differing points of view.

9 Anderson and May (1980) suggested that
fluctuations in forest insect populations could be
explained as host-parasite interactions, because
simple disease models could generate population
cycles or outbreaks of the host insect species. Review
the subsequent history of this suggestion from the
papers in Berryman (2002) and the discussions in
Turchin (2003).

10 Anthrax, a bacterial disease caused by Bacillus anthracis,
is lethal to most mammalian herbivores. Within a few
months during 1983-1984 an anthrax epizootic
wiped out 90% of the impala population in Lake
Manyara National Park in Tanzania. How is it possible
for an epizootic of this type to suddenly appear in a
population and then disappear for decades? Discuss
the biological mechanisms that might permit this type
of phenomenon. Prins and Weyerhaeuser (1987)
discuss this particular impala epizootic.

Overview Question

Snowshoe hares in Canada and Alaska are hosts to many
species of internal parasites (nematodes and tapeworms) and
external parasites such as ticks and fleas. Outline a research
program to determine the effects of parasites on individual
hares and on their population dynamics.
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Regulation of
Population Size

Key Concepts

From Chapter 14 of clogy: Th

Two questions are central to population dynamics:
(1) What stops population growth? and (2) What
determines average abundance?

To stop population growth, natality, mortality, or
movement rates must change with population
density. Population regulation requires density
dependence.

Biotic agents such as predators and diseases can
limit or regulate populations, as can climatic and
physical factors such as temperature, water, and
nutrients.

Individual differences in physiology, genetics, or
behavior can limit or regulate populations through
intraspecific competition for resources.

Some populations may be subdivided into local
populations or metapopulations that may go extinct
and be recolonized by dispersing individuals. Local
populations may be unstable while the entire
metapopulation is stable.

Local populations may be source populations
exporting emigrants or sink populations importing
immigrants. Sink populations go to extinction if they
are too isolated.

e Experim

ental Analysis of Distribution and Abundance, Sixth Edition. Eugene Hecht.
Copyright © 2009 by Pearson Education, Inc. Published by Pearson Benjamin Cummings. All rights reserved.
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KEY TERMS

Allee effects Population growth rates that decrease
below replacement level at low population density,
potentially leading to extinction

balance of nature The belief that natural populations
and communities exist in a stable equilibrium and
maintain that equilibrium in the absence of human
interference.

density-dependent rate As population density rises,
births or immigration decrease or deaths or emigration
increase, and consequently a graph of population density
versus the rate will have a positive or negative slope.

density-independent rate As population density rises,
the rate does not change in any systematic manner, so
that a graph of population density versus the rate will
have a slope of zero.

limiting factor A factor is defined as limiting if a change
in the factor produces a change in average or equilibrium
density.

metapopulations Local populations in patches that are
linked together by dispersal among the patches, driven by
colonization and extinction dynamics.

regulating factor A factor is defined as potentially
regulating if the percentage of mortality caused by the
factor increases with population density or if per capita
reproductive rate decreases with population density.

self-thinning rule The prediction that the regression of
organism size versus population density has a slope of
-1.5 for plants and animals that have plastic growth rates
and variable adult size.

sink populations Local populations in which the rate of
production is below replacement level so that extinction is
inevitable without a source of immigrants.

source populations Local populations in which the rate
of production exceeds replacement so that individuals
emigrate to surrounding populations.

—

We have often asked the question about whether preda-
tion, disease, or competition could affect the popula-
tion dynamics of a particular animal or plant. How can
we decide that? If a predator kills a prey individual,
does that automatically affect the population level of
the prey? If we kill pests with insecticides, will they nec-
essarily become less abundant? The answer to these
questions is no, and in this chapter we explore why sim-
ple concepts of population arithmetic can be mislead-
ing. These questions are at the core of conservation,

land management, fisheries, and pest control issues that
occupy our news media daily. For that reason it is im-
portant that our understanding of population regula-
tion is correct.

We can make two fundamental observations about
populations of any plant or animal. The first observa-
tion is that abundance varies from place to place; there
are some “good” habitats where the species is, on the
average, common and some “poor” habitats where it is,
on the average, rare. The second observation is that no
population goes on increasing without limit, and the
problem is to find out what prevents unlimited increase
in low- and high-density populations. This is the prob-
lem of explaining fluctuations in numbers. Figure 1 il-
lustrates these two problems, which are often confused
in discussions of population regulation.

Prolonged controversies spanning more than 50
years have arisen over the problems of the regulation of
populations. The idea of the balance of nature has
been a background assumption in natural history since
the time of the early Greeks and underlies much of the
controversy about population regulation (Egerton
1973). The simple idea of early naturalists was that the
numbers of plants and animals were fixed and in equi-
librium, and observed deviations from equilibrium,
such as the locust plagues described in the Bible, were
the result of a punishment sent by divine powers. Only
after Darwin’s time did biologists try to specify how a

The carrying
capacity of
areas A and B
is higher than
that of areas C
and D.

8 ° ° o A
- °
E . ° ° ° ° e B
B 6 . y

c
2 v
% P

%4— . ® ° -#'C
[

0 | | | | |
Year

Figure 1 Hypothetical annual censuses of four
populations of the same species occupying different
types of habitat. Two questions may be asked about these
populations: (1) Why do all populations fail to go on
increasing indefinitely? (2) Why are there more organisms on
the average in the good (red) habitats A and B compared
with the poor (blue) habitats C and D? (After Chitty 1960.)
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Why Is Population Regulation So Controversial?

he controversies over population regulation are leg-

endary in the history of ecology. During the 1950s and
1960s highly charged exchanges in the literature and
strong public verbal attacks at scientific meetings were the
order of the day. While most of the vituperative attacks
have stopped as time has passed, exchanges still occur in
scientific journals (Murray 1999; Turchin 1999). It is interest-
ing to ask why this subject has been so controversial.

There are two aspects to any such controversy, one
scientific and one personal. The scientific issue behind the
population regulation controversy has been focused on
the identification of density-dependent regulating factors
as biotic agents—predators, diseases, parasites, food sup-
plies—and density-independent nonregulating factors
such as weather and other physical factors. The side issue
was always that density-dependent factors are important
and density-independent factors are not important, which
we now know is not correct (see Figure 3). The difficulty of
identifying density-dependent effects in real-world data
has greatly prolonged the arguments (Wolda and Dennis
1993). The conclusion after all the controversy was that
regulation is an empirical question for each population,

and that one cannot a priori assign factors such as preda-
tors or weather to one category or another. The critical
thing is to measure what effect a particular factor is having
on a particular population, preferably in an experimental
setting with proper controls. The realization that intrinsic
processes could impinge on regulation, and that mortality
could be compensatory rather than additive, also made
the original 1950s controversy obsolete.

The personal element to scientific controversy is fasci-
nating because many leading scientists are forceful per-
sonalities with large egos. This element is not so easily
captured in the written word, but it is apparent at scientific
meetings in which proponents of differing paradigms
come face to face. Controversy galvanizes people, and
population ecologists are indeed human. Population ecol-
ogy has had an array of fascinating scientists that historians
are now beginning to evaluate (Kingsland 2005). The im-
portant message is that not every scientist, no matter how
distinguished, is right about everything, and in science we
should appeal not to authority or personality but to exper-
iment and observation, to empirical tests of ideas, not
dogmatic assertions, no matter how articulate the speaker.

balance of nature was achieved and how it might be re-
stored in areas where it was upset. Before 1900 many
authors had noted that no population goes on increas-
ing without limit, that there are many agents of destruc-
tion that reduce the population. During the twentieth
century researchers attempted to analyze these facts
more formally. The stimulus for this came primarily
from economic entomologists, who had to deal with
both introduced and native insect pests. Most of the
ideas we have on population regulation can be traced to
entomologists. Their ideas specifying the basic princi-
ples of population regulation can be derived from a
simple model.

A Simple Model
of Population Regulation

If populations do not increase without limit, what stops
them? We can answer this question with a simple
graphic model similar. A population in a closed system!

will increase until it reaches an equilibrium point at
which

Per capita birth rate = per capita death rate

Figure 2 illustrates three possible ways in which this
equilibrium may be defined. As population density
goes up, birth rates may fall or death rates may rise, or
both changes may occur.2 To determine the equilibrium
population size for any field population, we need only
determine the curves shown in Figure 2. Note that this
simple model in no way depends on the shapes of the
curves, provided that they rise or fall smoothly. In par-
ticular, these curves need not be straight lines.

We now introduce a few terms to describe the con-
cepts shown in Figure 2. The per capita death rate is
said to be density dependent if it increases as density

1A closed system has no immigrants and no emigrants, so the
population dynamics are driven solely by births (natality) and deaths.

2In all discussions of population regulation, “birth rates” always

refers to per capita birth rates, and death rates always refers to per
capita death rates.
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If the birth and death rate curves
do not cross, the population will
either increase to infinity or

o Death rate
decrease to extinction.
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Figure 2 Simple graphic model to illustrate how
equilibrium population density may be determined.
Population density comes to an equilibrium only when the
per capita birth rate equals the per capita death rate, and
this is possible only if birth or death rates are density
dependent. Note that these relationships need not be
straight lines. (Modified from Enright 1976.)

increases (see Figure 2a and c). Similarly, the per capita
birth rate is called density dependent if it falls as density
rises (see Figure 2a and b). Another possibility is that the
birth or death rates do not change as density rises; such
rates are called density-independent rates.

Note that Figure 2 does not include all logical pos-
sibilities. Birth rates might, in fact, increase as popula-
tion density rises, or death rates might decrease. Such
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Figure 3 Simple graphic model to illustrate how two
populations may differ in average abundance. In this
example the birth rate is density independent and the death
rate is density dependent. In (a) the two populations differ in
the amount of density-dependent mortality because the
slopes of the lines differ. In (b) the populations differ in the
amount of density-independent mortality (the slopes of the
lines do not differ). Dashed lines indicate the equilibrium
population densities. (Modified from Enright 1976.)

rates are called inversely density-dependent rates because
they are the opposite of directly density-dependent
rates. Inversely density-dependent rates are not shown
in Figure 2 because they can never lead to an equilib-
rium density. Figure 2 can be formalized into the First
Principle of Population Regulation: No closed popula-
tion stops increasing unless either the per capita birth rate or
death rate is density dependent.

We can extend this simple model to the case of two
populations that differ in equilibrium density to answer
the question of why abundance varies from place to
place (Figure 3). Consider first the simple case of pop-
ulations with a constant (density-independent) birth
rate. Equilibrium densities vary for two reasons: (1) Ei-
ther the slope of the mortality curve changes (see Figure
3a), or (2) the general position of the mortality curve is
raised or lowered (see Figure 3b). In the first case, the
density-dependent rate is changed because the slopes of
the lines differ, but in the second «case,
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only the density-independent mortality rate is changed.
From this graphic model we can arrive at the Second
Principle of Population Regulation: Differences between
two populations in equilibrium density can be caused by vari-
ation in either density-dependent or density-independent per
capita birth and death rates. This principle seems simple:
it states that anything that alters birth or death rates can
affect equilibrium density. Yet this principle was in fact
denied by many population ecologists for 40 years (En-
right 1976; Sinclair 1989).

A Synthesis of
Population Regulation

There has been a great deal of controversy in ecology
over the concepts of population regulation (Sinclair
1989), and we need to highlight the areas of agreement
and disagreement.

Definitions in Population Regulation

he lack of clear definitions has plagued debates and
discussions of population regulation for decades. We
begin by separating two problems:

1. Population limitation. What factors and processes can
change average density?

2. Population regulation. What processes halt
population increase?

If we keep these two problems separate, we will solve
about half of the confusion in terminology. Answering the
first question does not answer the second question.

Population limitation implies a before and after or ex-
perimental-control type of comparison. For example, Eu-
ropean rabbits in Australia were at high density before
myxomatosis and at low density after this disease was in-
troduced. Myxomatosis limits rabbit density.

Population regulation implies some form of negative
feedback between increasing density and factors such as
predation, disease, food shortage, or territoriality. The ef-
fects of a regulating factor must be density dependent, as
defined in Figure 2. But the problem is that not all density-
dependent processes will achieve population regulation;
they may not be quantitatively large enough. A predator
that eats one lizard out of a total population of 1000 and

The definition of terms has always plagued discus-
sions about population regulation. Let us start with
clear operational definitions of two confusing terms:

1. Limiting factor. A factor is defined as limiting if a
change in the factor produces a change in average
or equilibrium density. For example, a disease may
be a limiting factor for a deer population if deer
abundance is higher when the disease is absent.

2. Regulating factor. A factor is defined as
potentially regulating if the percentage mortality
caused by the factor increases with population
density.3 For example, a disease may be a potential
regulating factor only if it causes a higher fraction
of losses as deer density increases.

30r alternatively, if the reproductive rate declines as population
density rises.

three lizards out of 2000 is inflicting mortality that is density
dependent, but it is also quantitatively trivial for popula-
tion regulation in this species. Population regulation can
be inferred only from a comprehensive model that in-
cludes all the factors affecting a population.

Compensation can complicate inferences about pop-
ulation regulation. Compensation occurs when a change
in one factor produces the opposite change of identical
magnitude in another factor, such that their combined ef-
fects on the population remain unchanged. One factor can
essentially take the place of another factor. The opposite
of compensation is additivity. Compensation is most easily
seen experimentally by comparing, say, mortality rates
with and without a particular factor. For example, measure
overwinter mortality rates in two populations:

Population A: disease and food shortage

Population B: disease and no food shortage (food
supplemented)

If the overwinter mortality rates are identical, food
shortage and disease are completely compensatory. If
processes are compensatory, population regulation is
either-or, rather than both-and.
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The distinction between a potential regulating factor
and an actual regulating factor is quantitative. Unless the
change in mortality is large enough, a regulating factor
will not stop population growth. Regulation is much
more difficult to study than limitation. Most experimen-
tal manipulations of populations involve studies of lim-
itation, and most practical problems in population
ecology are problems of limitation, not regulation.

Factors that influence population size can be subdi-
vided into intrinsic and extrinsic factors (Figure 4). Ex-
trinsic factors impinge on populations by the actions of
other species such as predators, and by physical-chemi-

Predators POPULATION
Food supply Sex
Diseases —— phyii%(leogy
Parasites — | Behavior
Weather 7 Genetics
Shelter

Figure 4 Schematic relationship of population
regulation processes that are extrinsic to the population
and those that are intrinsic. Extrinsic processes (for
example, disease) interact with the properties of individuals
that make up the population (intrinsic processes), so that
population regulation results from interplay between these
two kinds of factors.

Increasing

disruption from
internal feedbacks

Biotic coupling
Competition

Resource limitation
Density dependence
Few stochastic effects
Tight patterns

Stable
equilibrium

Increasing

disruption from
stochasticity

cal factors such as climate or nutrient supplies. Intrinsic
factors are internal to the population and result from
the interactions of the individuals making up the popu-
lation. All individuals in a population are not identi-
cal—they differ in sex, age, size, behavior, and in a
variety of physiological and genetic traits. The key point
is that population regulation results from the interac-
tion of extrinsic and intrinsic factors. For example, pred-
ators typically take individuals of certain age groups or
preferentially take females over males. The social envi-
ronment of insects and vertebrates may affect popula-
tions. For example, many bird and mammal species
defend territories, and the size of the territory defended
sets a limit on population density (Durell and Clarke
2004; Packer et al. 2005).

The simple model of population regulation shown
in Figure 2 is critically focused on the concept of equilib-
rium, and we must begin by asking whether natural pop-
ulations can be equilibrium systems. Recent work on
ecological stability has given us a more comprehensive
view of the factors that affect stability (Figure 5). There is
no reason to expect all populations to show the stable
equilibria expected under the balance of nature model.
Strong environmental fluctuations in weather can
produce instability, but biotic interactions may also pro-
mote instability. We have seen examples of predator-
prey interactions that are unstable. Time lags can also
affect population stability. We should expect

Overconnectedness
Strong interactions
Competition exclusion
Overexploitation

Limit cycles, chaos

Biotic
instability

Biotic decoupling
Species independence
Abiotic limitation
Density independence
Large stochastic effects
Loose patterns

Stochastic
domination

N

»~
Decreasing stability

Figure 5 Schematic representation of ecological systems along a continuum from
stable to unstable. Unstable or fluctuating populations can result from either biotic
instability, caused by internal feedbacks, or by stochastic domination caused by strong
environmental fluctuations, or by a combination of both kinds of disruption. (From

DeAngelis and Waterhouse 1987.)
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Figure 6 Hypothetical metapopulation

Time 1

Time 2

dynamics. Closed circles represent habitat
patches; dots represent individual plants
or animals. Arrows indicate dispersal
between patches. Over time the regional
metapopulation changes less than each
local subpopulation.

Two individuals
dispersed into this
patch between

Time 1 and Time 2.

real-world populations to fall along the continuum from
stable, equilibrium dynamics to unstable, nonequilib-
rium dynamics. The simple model shown in Figure 2 will
be difficult to detect in a real population that shows un-
stable dynamics.

The spatial scale is critical in considerations of sta-
bility. If we study a very small local population on a
small area, it may fluctuate widely and even go extinct;
at the same time, a large regional population may be
stable in density. The important concept here is that
some local populations are linked together through
dispersal into metapopulations (Figure 6). To study
population regulation, we must know if a population
is subdivided and, if so, how the patches are linked
(Hanski 1998). Ensembles of randomly fluctuating
subpopulations, loosely linked by dispersal, will per-
sist if irruptions at some sites occur at the same time as
extinctions at other sites. The result can be that at a re-
gional level the population appears stable while the in-
dividual subpopulations fluctuate greatly.

Butterflies on islands are a good example of
metapopulations. To show that a set of local popula-
tions is a metapopulation, we must show that some
metapopulations go extinct in ecological time, and that
these can be recolonized by dispersing individuals
from nearby populations. Hanski et al. (1996) studied
1502 small populations of the Glanville fritillary but-
terfly (Melitaea cinxia) on islands in the Aland Archi-
pelago between Finland and Sweden. This butterfly is
an endangered species that has recently become extinct
on mainland Finland and now exists only on islands in
the Aland Archipelago. Larval caterpillars feed on two
host plants and spin a web, which is easy to detect in
field surveys. These butterfly populations ranged in size
from 1 to 65 larval groups per meadow, but most pop-
ulations are small, averaging four larval groups per
patch (corresponding to about 5-50 butterflies). From
1991 to 1993 an average of 45% of these local popula-
tions went extinct; smaller patches supported smaller

populations and had a greater chance of going extinct
(Figure 7). Small populations went extinct more often
for two reasons. First, male and female butterflies tend
to leave small patches, in which they presumably per-
ceive a reduced chance of mating (Kuussaari et al.
1998). Figure 8 shows the residence time for female
butterflies in populations of different sizes, and the
fraction of mated females. Small butterfly populations
suffered reduced population growth rates, the exact op-
posite of what is predicted by the simple density-
dependent model (shown in Figure 2).

Larger patches
have larger
populations but
there is great

scatter in the trend.
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Figure 7 Probability of extinction over three years in
relation to the patch area for metapopulations of the
Glanville fritillary butterfly in the Aland Archipelago,
Finland. Small patches are much more likely to go extinct,
and small patches tend to have smaller populations of this
endangered butterfly. (Data from Hanski et al. 1994, 1995.)
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Figure 8 Effects of population density on the residence
time of females and on the fraction of females mated in
Glanville fritillary butterflies in the Aland Archipelago,
Finland. The net result of these processes is that small
populations suffer decreased population growth rates.
(Data from Kuussaari et al. 1998.)

Allee Effects
and Compensation

Small populations can suffer reduced population growth
rates, an effect called the Allee effect, first described by
W. C. Allee in 1931. Allee effects produce instability in
populations and may contribute to local extinctions. For
that reason they are a focus of great interest in conserva-
tion biology. Allee effects are defined as inverse density
dependence at low density (Figure 9). Allee (1931)
pointed out that undercrowding could be as harmful to
social species as overcrowding. If species become too
rare, mates may become difficult to locate or group de-
fenses against predators may become ineffective. The key
point for populations is that there is a critical threshold
density below which a social group or an entire popula-
tion may go extinct.

A good example of an Allee effect is shown by shear-
waters nesting on New Zealand coastal areas and islands.
Shearwaters are small petrels that nest in burrows and lay a
single egg. Hutton's shearwater is classified as an endan-
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Population density

Figure 9 Schematic illustration of the Allee effect, which
could have important consequences for endangered
species driven to low population densities. The standard
population regulation model (see Figure 2) assumes that
things get better for populations as density falls to a low
level—the death rate goes down and the birth rate goes up.
But if an Allee effect (or negative density dependence) occurs,
things get worse for a population as density falls. In the yellow
zone the rate of population change is negative, and if a
population falls below the density indicated by the blue dot,
extinction is inevitable. The horizontal red line indicates a
stable population (zero population growth).

gered species because its populations have been in decline
due to predation by weasels (stoats) and pigs—predators
introduced to New Zealand. Figure 10 shows that shear-
water colonies suffer from an Allee effect in which smaller
colonies have poor breeding success and high chick mor-
tality. A minimum colony size of 600 birds is required be-
fore Allee effects disappear (Cuthbert 2002).

Allee effects can be widespread in many plant and
animal species, and in particular can arise when preda-
tion is a major source of mortality (Gascoigne and Lip-
cius 2004). The important point is that these effects occur
below a threshold population size or density, and that
once below this threshold, extinction is likely. As more
and more examples of Allee effects are being uncovered,
the simple view of density-dependent regulation of pop-
ulation size shown in Figure 2 is being replaced by more
realistic models (Gilchrist 1999; Dulvy et al. 2004).

An additional complication for the analysis of popu-
lation regulation is that real-world populations rarely
show smooth curves like those in Figure 2. A more usual
observation is of a cloud of points, such that density
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Figure 10 Impact of predation on (a) breeding success

and (b) chick mortality in Hutton's shearwater and sooty
shearwaters in New Zealand. Smaller colonies of these 60 |- Y
seabirds do less well than larger colonies, thus demonstrating = $ d
an Allee effect or inverse density-dependence. The main % SO
predators are weasels (stoats, Mustela erminea) and pigs (Sus o - ¢
scrofa). (Data from Cuthbert 2002.) g a0r
E’ 80 An Allee effect is
3 clearly demonstrated
o 20 |- when breeding success
dependence is either “vague” or absent (Strong 1984). @ 0 . deciines at low densities
Figure 11 illustrates the type of density-dependent rela- i °
tionships that might be observed in the real world. It may 0 o elo ! ! |
be very difficult to find density-dependent relationships 10 100 1,000 10,000 100,000
in natural populations (Berryman et al. 2002). Colony size
If a population does not continue to increase, it is ax- (a)
iomatic that births, deaths, or movements must change at 190 -
high density. The first step is to ask which of these param-
eters changes with increasing population density (Sinclair 100 -
1989; Sibly et al. 2003). Does reproductive rate decline at
high density, or does mortality increase (or both)? If mor- < 0 L
tality increases, does this fall more heavily on younger or 2
on older animals, on males or on females? The first step to 8 60 L
understanding population regulation in animals, then, is 2
to see whether these patterns of changing reproduction 3 4L
and mortality with changing population density occur in S
a variety of populations. o0k
The second step is to determine the reason for the
changes in reproduction or mortality. Determining the 0 | :
cause of death of plants or animals in natural populations 10 100 1,000 10,000 100,000
is not always simple. If a fox or a bat has rabies, a fatal Colony size
disease, the cause of death is clear; a caterpillar with a (b)

The equilibrium model
begins to break down when
there is large variability in

vital rates of birth and death.
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Figure 11 Types of density-dependent relationships for survival rates likely to be
observed in real-world populations. For simplicity, a density-independent birth rate is
shown (blue line). Increasingly, scattered points make it difficult to determine if there is a
stable equilibrium point, or an equilibrium zone, or any equilibrium at all. (Modified after
Strong 1984.)
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tachinid parasite is certain to die from this infection. But
as we examine more complex cases, decisions about
causes of death are not clear. If a moose has inadequate
winter food and the snow is deep, it may be killed by
wolves (Peterson 1999). Is predation the cause of death?
Yes, but only in the immediate sense. Malnutrition and
deep snow have increased the probability of the moose’s
death. Because many components of the environment
can affect one another and not be independent, mortality
can be compensatory, as distinguished from additive.
The concepts of compensatory and additive mortality are
crucial to our understanding of population regulation.

Additive mortality is applicable to the agriculture
model of population arithmetic. If a farmer keeps sheep
and a coyote kills one of them, the farmer’s flock is
smaller by one. In this model, deaths are additive, and
to measure their total effect on a population, we simply
add them up. But in natural populations, in which sev-
eral causes of death operate, the arithmetic is not so
simple. Consider, for analogy, a sheep population in
which winter food is limiting such that starvation will
kill many individuals by the end of winter. In this case,
any sheep a coyote kills may have been doomed to die
anyway from starvation, and the number of sheep left at
the end of winter will be the same, whether predation
occurs or not (in this hypothetical scenario). In this
case, predation mortality is not additive but is compen-
satory, and simple arithmetic does not work.

Figure 12 illustrates how additive and compensa-
tory effects can be recognized. Consider, for example,
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Mortality rate caused by predation

Figure 12 Schematic illustration of additive and
compensatory mortality for losses due to predation. The
additive hypothesis (green) predicts that for any increase in
predation mortality, total mortality increases by a constant
amount. The compensatory hypothesis (blue) predicts that,
below a threshold mortality rate C, any change in predation
losses has no effect on total mortality. This model can be
applied to any mortality agent—predation, disease,
starvation, or hunting. (Modified after Nichols et al. 1984.)

what happens if wolf predation increases elk calf mor-
tality from 10% per year to 20% per year. If this mortal-
ity is additive, total elk calf mortality will increase from
45% to 55% per year (in this hypothetical example). If
this mortality is compensatory, total elk calf mortality
will remain unchanged at 45% per year. Clearly, if mor-
tality from predation is very high, compensation is not
possible, as shown on the right side of Figure 12.

Compensatory mortality is the reason behind many
ecological anomalies that puzzle the average person. If
we kill pests, they will not necessarily become less
abundant. Compensatory mortality has practical conse-
quences when it occurs.

In natural populations, mortality agents will rarely
be completely additive or completely compensatory.
We can determine if a particular cause of mortality is
compensatory only by doing an experiment in which
total losses are measured with and without the particu-
lar cause of death. Figure 13 shows the results of this
kind of experiment on bobwhite quail. Six study areas
were harvested during the early winter at 60% of the
birds present, and other areas were not harvested at all.
If compensation to hunting mortality is occurring, we
would expect to have equal overwinter survival of radio-
tagged birds. This did not occur, and Williams
et al. (2004) concluded that hunting mortality was

I Harvested populations
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Figure 13 Winter survival of bobwhite quail in Kansas.
Six areas (259 ha each) were harvested at 60% of the
resident birds in November, and six areas were left as
controls with no harvesting. The average survival over winter
was 48% for control birds (not hunted) and 21% for treated
(hunted) birds. (Data from Williams et al. 2004.)
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additive and not compensatory. Similar conclusions
have come from studies of hunting mortality in mal-
lards in North America (Poysd 2004). We should not as-
sume that compensation will occur without adequate
studies, particularly in populations that are harvested.

If birth rates change with population density, it is
important to identify the factors that cause reproduc-
tion to change. Food supply is usually the first hy-
pothesis to be tested for animals; nutrient availability
is the first to be tested for plants. But other factors
may cause birth rates to change as well. Social interac-
tions can inhibit reproduction in vertebrates (Ishibashi
et al. 1998), and risk of predation can change the be-
havior of animals such that they can gather less en-
ergy and thus produce fewer offspring (Lima 1998).
These factors can most easily be identified experimen-
tally by manipulations of field populations, or by
careful descriptive studies of processes in unmanipu-
lated populations.

The bottom line is that inferences about popula-
tion limitation and population regulation are both im-
portant and difficult to come by. Given these problems,
how might one develop a systematic approach to an-
swer the